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a b s t r a c t

Context: Since the introduction of evidence-based software engineering in 2004, systematic literature
review (SLR) has been increasingly used as a method for conducting secondary studies in software engi-
neering. Two tertiary studies, published in 2009 and 2010, identified and analysed 54 SLRs published in
journals and conferences in the period between 1st January 2004 and 30th June 2008.
Objective: In this article, our goal was to extend and update the two previous tertiary studies to cover the
period between 1st July 2008 and 31st December 2009. We analysed the quality, coverage of software
engineering topics, and potential impact of published SLRs for education and practice.
Method: We performed automatic and manual searches for SLRs published in journals and conference
proceedings, analysed the relevant studies, and compared and integrated our findings with the two pre-
vious tertiary studies.
Results: We found 67 new SLRs addressing 24 software engineering topics. Among these studies, 15 were
considered relevant to the undergraduate educational curriculum, and 40 appeared of possible interest to
practitioners. We found that the number of SLRs in software engineering is increasing, the overall quality
of the studies is improving, and the number of researchers and research organisations worldwide that are
conducting SLRs is also increasing and spreading.
Conclusion: Our findings suggest that the software engineering research community is starting to adopt
SLRs consistently as a research method. However, the majority of the SLRs did not evaluate the quality of
primary studies and fail to provide guidelines for practitioners, thus decreasing their potential impact on
software engineering practice.

� 2011 Elsevier B.V. All rights reserved.
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1. Introduction

In 2004, Kitchenham et al. [14] introduced the concept of evi-
dence-based software engineering (EBSE) as a promising approach
to integrate academic research and industrial practice in software
engineering. Following this paper, Dybå et al. [8] presented EBSE
from the point of view of the software engineering practitioner,
and Jørgensen et al. [20] complemented it with an account of the
teaching aspects of EBSE to university students.

By analogy with evidence-based medicine [25], five steps are
needed to practice EBSE:

1. Convert the need for information (about the practice of soft-
ware engineering) into answerable questions.

2. Identify, with maximum efficiency, the best evidence with
which to answer these questions.

3. Appraise the evidence critically: assess its validity (closeness to
the truth) and usefulness (practical applicability).

4. Implement the results of this appraisal in software engineering
practice.

5. Evaluate the performance of this implementation.

The preferred method for implementing Steps 2 and 3 is sys-
tematic literature review (SLR). Kitchenham [15] adapted guide-
lines for performing SLRs in medicine to software engineering.
Later, using concepts from social science [23], Kitchenham and
Charters updated the guidelines [16]. The literature differentiates
several types of systematic reviews [23], including the following:

� Conventional SLRs [23], which aggregate results about the effec-
tiveness of a treatment, intervention, or technology, and are
related to specific research questions such as Is intervention I
on population P more effective for obtaining outcome O in context
C than comparison treatment C? (resulting in the PICOC structure
[23]). When sufficient quantitative experiments are available to
answer the research question, a meta-analysis (MA) can be used
to integrate their results [10].
� Mapping (or scoping) studies (MS) [1] aim to identify all

research related to a specific topic, i.e., to answer broader ques-
tions related to trends in research. Typical questions are explor-
atory, e.g., What do we know about topic T?

Greenhalgh [11] emphasises that evidence-based practice is not
only about reading papers and summarising their results in a com-
prehensive and unbiased way. It involves reading the right papers
(those both valid and useful) and then changing behaviour in the
practice of the discipline (in our case, software engineering). There-
fore, EBSE is not only about performing high-quality SLRs and mak-
ing them publicly available (Steps 2 and 3). All five steps should be
performed for a practice to be considered evidence-based. Never-
theless, SLRs can play an important role in supporting research
and education, and informing practice on the impact or effect of
technology. Therefore, information about how many SLRs are avail-
able in software engineering, where they can be found, which topic
areas have been addressed, and the overall quality of available
studies can greatly benefit the academic community as well as
practitioners.

In this article, we performed a mapping study of SLRs in soft-
ware engineering published between 1st July 2008 and 31st
December 2009. Our goal was to analyse the available secondary
studies and integrate our findings with the results of the two pre-
vious studies discussed in Section 3. Our work is classified as a ter-
tiary study because we performed a review of secondary studies.
The study protocol is presented in Section 3. Sections 4 and 5 dis-
cuss the extracted data and their analysis. Finally, the conclusions
are presented in Section 6.

2. Previous studies

Two previous tertiary studies have been performed aiming to
assess the use of SLRs in software engineering research and, indi-
rectly, to investigate the adoption of EBSE by software engineering
researchers [18,19]. Additionally, our team recently performed a
critical appraisal of the SLRs reported in these two studies with re-
spect to the types of research questions asked in published reviews
[7]. In this section, we briefly describe these three studies and their
relationships.

The first study, developed by Kitchenham et al. [18] (hereinafter
called the Original Study; OS), found 20 unique studies reporting
literature reviews that were considered systematic according to
the authors. The study utilised a manual search of specific confer-
ence proceedings and journal papers for peer-reviewed articles
published between 1st January 2004 and 30th June 2008. The OS
identified several problems or limitations of the existing SLRs, as
follows:

� A relatively large number of studies (40%, 8/20) investigated
research methods or trends rather than performing technique
evaluation, which should be the focus of a (conventional) sys-
tematic review [23].
� The diversity of software engineering topics was limited: seven

related to cost estimation, three related to test methods, and
three related to software engineering experiments.
� The number of primary studies cited was much larger in the

mapping studies than in the SLRs.
� Relatively few SLRs assessed the quality of the primary studies.
� Relatively few papers provided advice oriented towards

practitioners.

The last two problems identified above are of the most concern,
as the stated purpose of evidence-based practice is to inform and
advise practitioners on (high-quality) empirical evidence that can
be used to improve their practice. We investigated whether these
problems persist.



F.Q.B. da Silva et al. / Information and Software Technology 53 (2011) 899–913 901
One limitation of the OS was that the search was manual and
performed on a relevant but restricted set of sources. Therefore,
relevant studies may have been missed, as was, in fact, the case
according to the findings of the second tertiary study performed
by Kitchenham et al. [19]. This study (hereinafter called the First
Extension Study; FE) used an automatic search on five search en-
gines and indexing systems and found 33 additional unique studies
published between 1st January 2004 and 30th June 2008. The FE
identified some improvements on the issues found in the OS; the
number of SLRs was increasing, as was the overall quality of the
studies. However, the problem remained that only a few SLRs fol-
lowed a specific methodology, included practitioner guidelines, or
evaluated the quality of primary studies. The authors also empha-
sised that researchers from the USA, the leading country in soft-
ware engineering research, authored a very small number of SLRs
and this could be interpreted as a sign of limitation on the adoption
of evidence-based software engineering or that this adoption is
mainly concentrated in European research groups.

Our group [7] subsequently reported the results of a study per-
formed on the 53 SLRs presented in the OS and FE with the goal of
assessing the SLRs with respect to the types of research questions
asked in the selected reviews, how the questions were presented in
the reports, and how the questions were used to guide the search
of the primary studies. We found that over 65% of the research
questions asked in the 53 reviews were exploratory and that only
15% investigated causality questions. Additionally, we found that
half of the studies did not state their research questions explicitly,
and for those that did, 75% did not use the questions to explicitly
guide the search for primary studies.

In our study, we also compared the types of research questions
asked and the classification of the studies presented in the OS and
FE studies as systematic reviews or mapping studies. To classify
the research questions, we used the terminology defined by Easter-
brook et al. [9]. We found that most studies classified as mapping
studies in OS and FE asked exploratory questions, and the vast
majority of the studies that asked causal or relational questions
were classified as (conventional) systematic reviews. Using these
results, we adopted a systematic approach to classify the reviews
as mapping studies or systematic reviews based on their types of
research questions; the same approach was used in the current
study to classify the reviews and thus enable the comparison of
our results with those of the OS and FE.
3. Method

The research group that developed the OS and FE reviews in-
tended to repeat their study at the end of 2009 to ‘‘track the progress
of SLRs and evidence-based software engineering’’ [18]. During the
14th International Conference on Evaluation and Assessment in
Software Engineering (EASE’2010) in May 2010, at Keele University,
we discussed this extension with two members of the group, Pearl
Brereton and David Budgen, and they said that the extension had
not yet been performed. We informed them of our intention of per-
forming this extension and integrating the results with the OS and
FE findings. At that meeting, two methodological decisions were
made. First, our extension would be performed independently of
their work and with as little exchange of information as possible.
Second, we would use, as closely as possible, the same protocol used
in the FE. These decisions would assure that one study would not
influence or bias the other, and we would be able to compare the re-
sults, as the protocols would be the same. Therefore, the method
used in our study follows closely the protocol defined by Kitchen-
ham et al. [17] and the structure used by Kitchenham et al. [19].

Hereinafter, we use OS/FE to refer to the combination of the re-
sults related to the 53 SLRs from the OS (20) and FE (33). Finally,
we use OS/FE + SE to refer to the combination of results of OS/FE
with our findings, based on 67 SLRs, representing a total of 120 sec-
ondary studies.

3.1. Research questions

The five research questions (RQ) investigated in the SE were
equivalent to the research questions used in the FE [19]. We per-
formed minor adjustments and added subquestions as follows.

RQ1: How many SLRs were published between 1st January 2004
and 31st December 2009?

RQ1.1: How many SLRs were published between 1st January
2004 and 30th June 2008?

RQ1.2: How many SLRs were published between 1st July 2008
and 31st December 2009?

The subquestions of RQ1 investigate the development of SLRs in
two separate periods. To answer RQ1.1, we used the results of OS/
FE [18,19], whereas for RQ1.2, we performed the processes of
search, selection, quality assessment, and data extraction defined
in Sections 3.3–3.5. Similarly, we addressed the next questions
considering the two time periods as we explicitly did for RQ1,
searching for new evidence, combining with the results of the pre-
vious studies, and integrating all findings.

RQ2: What research topics are being addressed?
RQ3: Which individuals and organisations are most active in

SLR-based research?

The fourth question in the FE was, ‘‘Are the limitations of SLRs,
as observed in the original study, still an issue?’’ We changed the
fourth question to the following:

RQ4: Are the limitations of SLRs, as observed in the two previ-
ous studies, FE and OS, still an issue?

Finally, we kept the fifth question unaltered:

RQ5: Is the quality of SLRs improving?

3.2. Research team

A team of six researchers, who co-authored this article, devel-
oped this study. Three of them, Fabio Silva, André Santos, and Sér-
gio Soares (referred to as R1, R2, and R3, respectively) are full-time
lecturers. Cleviton Monteiro, and César França (R4 and R5) are Ph.D.
students, and Felipe Farias (R6) is a Master’s student. All research-
ers are affiliated with the Centre for Informatics, Federal University
of Pernambuco, Brazil.

3.3. Decision procedure

Three important activities in a systematic review require deci-
sions about possibly conflicting situations: study selection, quality
evaluation, and data extraction. It is thus recommended that such
activities be performed by at least two researchers. Therefore, a
process to support decision-making and consensus is necessary.
For this study, we defined a decision and consensus procedure
(DCP), shown in Fig. 1.

The procedure starts with a list of unevaluated studies as the in-
put for a decision process (study selection, quality assessment, or
data extraction), which R1 randomly allocates to two researchers
(Ri and Rj). After individual evaluation, the results (ri and rj) are
integrated by R4 and R5 into an Agreement/Disagreement Table
(ADT). Next, R1 randomly allocates the results from the ADT to
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the researchers, making sure that a different researcher (Rk) evalu-
ates the results. The students do not participate in this stage. Rk

judges the disagreements in the ADT and produces one of three re-
sults: an agreement for one of the previous decisions, a third result
(rk), or retention of the original disagreement. The remaining dis-
agreements are resolved by a consensus of all six researchers. After
consensus is reached, all results are integrated by R4 and R5 into the
final list of evaluated studies.

3.4. Search process

We performed our search for peer-reviewed articles published
between 1st July 2008 and 31st December 2009. Differing from
OS and FE, we combined automatic and manual searches to in-
crease coverage. The automatic search was performed by R4 and
R5 on six search engines and indexing systems: ACM Digital Li-
brary, IEEEXplore Digital Library, Science Direct, CiteSeerX, ISI
Web of Science, and Scopus. All searches were performed on the
entire paper, including title and abstract, except for the ISI Web
of Science, where the search was based only on title and topic
due to limitations imposed by the search engine. This is the string
used in the automatic search:

(‘‘software engineering’’) AND (‘‘review of studies’’ OR ‘‘structured
review’’ OR ‘‘systematic review’’ OR ‘‘literature review’’ OR ‘‘litera-
ture analysis’’ OR ‘‘in-depth survey’’ OR ‘‘literature survey’’ OR
‘‘meta analysis’’ OR ‘‘past studies’’ OR ‘‘subject matter expert’’ OR
‘‘analysis of research’’ OR ‘‘empirical body of knowledge’’ OR ‘‘over-
view of existing research’’ OR ‘‘body of published research’’ OR ‘‘evi-
dence-based’’ OR ‘‘evidence based’’ OR ‘‘study synthesis’’ OR ‘‘study
aggregation’’).

The syntax was the same for all engines, except for the ISI Web
of Science, which required minor syntax changes due to the char-
acteristics of the engine. The semantics of the strings remained un-
changed. The search process was validated against the papers
found in the OS and FE studies. Only three papers were not found
by our search process. The study by Barcelos and Travassos [3] was
obtained in the OS by directly consulting the authors. We searched
the six engines looking for the article title directly and still did not
find the study. The same happened with the study by Petersson
et al. [22]. The study by Shaw and Clements [27] is indexed by
the ACM digital library, but the authors use the term survey in-
stead of review, and our search failed to find this article. Overall,
we missed only one indexed article in a total of 53; we thus
concluded that our search process was robust. The automatic
search on the six engines returned 1389 documents. An initial fil-
tering was applied by reading their titles and abstracts and
removing obviously irrelevant papers, resulting in a remaining
157 papers.

The lecturers (R1, R2, and R3) performed a manual search of
relevant journals and conference proceedings (Table 1). The source
list was the same as in OS and FE except that since 2007, the Inter-
national Symposium on Empirical Software Engineering and Met-
rics (ESEM) merged the International Symposium on Empirical
Software Engineering (ISESE) and the International Symposium of
Software Metrics (METRICS), which were used in the previous
studies. The researchers searched the titles and abstracts of all
published articles in each source. This search was done in parallel
with the automatic search and produced 66 potentially relevant
articles.

The lists from the automatic and manual search were merged
and duplicates removed. The final list of potentially relevant stud-
ies contained 154 unique papers. This list was the input to the
study selection activity.
3.5. Study selection

Study selection was performed by fully reading the 154 poten-
tially relevant articles selected during the search process and
excluding those articles that were not SLRs, i.e., literature reviews
with defined research questions, search process, data extraction
and data presentation, or were SLRs related to Information Sys-
tems, Human–computer Interaction or other Computer Science
topics that were clearly not Software Engineering. When an SLR
had been published in more than one journal or conference, both
versions of the study were reviewed for purposes of data extrac-
tion, and the first publication was used in all time-based analyses
used to track EBSE activity over time, which is consistent with the
OS/FE as described in the original protocol [17]. Study selection
was performed following the decision and consensus procedure
described in Section 3.3.

After finishing the study selection, we performed a manual
search of the reference list of each selected study and found two
new studies [SE76,SE77]. The former was not found in the previous
searches because the EASE Conference 2008 was on June 26th and
27th, outside of the time period of our study. However, we decided
to include the study because it had also been missed in the OS/FE.
The latter was not found by the initial automatic search of IEEEX-
plore. We attempted the search again, looking specifically for the
paper’s title, and could not find it. In this case, the manual search
of the references proved to be an effective strategy, as otherwise,
we would have missed one article. At the end of this stage, 77



Table 1
Manual search sources.

ACM Computer Surveys
ACM Transactions on Software Engineering Methodologies
Communications of the ACM
Empirical Software Engineering Journal
Evaluation and Assessment of Software Engineering
IEE Proceedings Software (now IET Software)
IEEE Software
IEEE Transactions on Software Engineering
Software Practice and Experience
Information and Software Technology
Int. Conference on Software Engineering
Int. Symposium on Empirical Software Engineering and Measurement
Journal of Systems and Software
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articles were selected for quality assessment and data extraction
(see Fig. 2).

3.6. Quality assessment

The OS and FE studies assessed the quality of the SLRs using the
set of criteria defined by the Centre for Reviews and Dissemination
(CDR) Database of Abstracts of Reviews of Effects (DARE) of York
University [5]. This version of the DARE criteria was based on four
questions:

� QA1: Are the review’s inclusion and exclusion criteria described
and appropriate?
� QA2: Is the literature search likely to have covered all relevant

studies?
� QA3: Did the reviewers assess the quality/validity of the

included studies?
� QA4: Were the basic data/studies adequately described?

The same scoring procedure used by Kitchenham et al. [19] was
used in our study to assign scores to each question, which were
then summed to yield the final quality score of the review. The an-
swers for the quality assessment questions were obtained using
the following criteria (the criteria for QA2 was modified from the
original version used by Kitchenham et al. [19] to solve an ambigu-
ity related to the use of automated search; the modifications are
marked in bold face):

� QA1: Y (yes), the inclusion criteria are explicitly defined in the
review; P (Partly), the inclusion criteria are implicit; N (no),
the inclusion criteria are not defined and cannot be readily
inferred.
� QA2: Y (yes), the authors have either searched four or more dig-

ital libraries and included additional search strategies or identi-
fied and referenced all journals addressing the topic of interest;
P (Partly), the authors have searched four digital libraries with
no extra search strategies or three digital libraries (regard-
less of the use of extra search strategies), or searched a
defined but restricted set of journals and conference proceed-
ings; N, the authors have searched up to two digital libraries
(regardless of the use of extra search strategies) or an extre-
mely restricted set of journals.1

� QA3: Y (yes), the authors have explicitly defined the quality cri-
teria and extracted them from each primary study; P (Partly),
the research question involves quality issues that are addressed
by the study; N (No), no explicit quality assessment of individ-
1 Note that scoring QA2 also requires the evaluator to consider whether the digital
libraries were appropriate for the specific SLR.
ual primary study has been attempted or quality data has been
extracted but not used.
� QA4: Y (Yes), information is presented about each primary

study so that the data summaries can clearly be traced to rele-
vant studies; P (Partly), only summary information is presented
about individual studies, e.g., studies are grouped into catego-
ries but it is not possible to link individual studies to each cat-
egory; N (No), the results of the individual studies are not
specified, i.e., the individual primary studies are not cited.

The scoring procedure was Y = 1, P = 0.5, and N = 0, as per-
formed by Kitchenham et al. [19]. In the planning stage of our
study, we noticed that the DARE criteria have changed and the cur-
rent version has five questions [6]. Despite this change, we used
the same quality criteria as OS and FE to allow for comparability
of the results. The DCP was also used in the quality assessment
producing the quality scores for all 77 papers.

To verify the consistency of our quality assessment with the one
performed by Kitchenham et al. [19], we performed a blind assess-
ment of 10 SLRs from the SE study and compared our scores with
the results of Kitchenham et al. [19]. We agreed on all scores of
eight studies, and disagreed on only one criterion in each of the
two remaining studies, which was considered a very good agree-
ment. Therefore, we are confident that our quality assessment
can be compared to that presented by Kitchenham et al. [19].
3.7. Data extraction process

We extracted the following data from the 77 studies to answer
the research questions:

� The Year of publication.
� The Quality Score of the study.
� The Review Type, related to whether the study is a conven-

tional systematic literature review (SLR), a meta-analysis (MA)
or a mapping study (MS).
� The Review Scope, related to the whether the study focused on

a detailed technical question (RQ), on (research) trends in a par-
ticular software engineering topic area (SERT), or on research
methods in software engineering (RT).
� The software engineering Topic Area addressed by the study.
� Whether the study explicitly Cited EBSE papers ([14,8,20]) or

Cited Guidelines ([15,16]).
� The Number of Primary studies analysed in the SLR, as stated

in the paper either explicitly or as part of tabulations.
� Whether the study Included Practitioners Guidelines explic-

itly as an identifiable part (section, table, etc.) of the paper.
� The Source Type in which the study was first reported (J = jour-

nal, C = Conference, WS = Workshop, BS = Book Series).

After analysing the results of the data extraction, we decided to
exclude 10 studies: four were not on Software Engineering, three
were reports of the results of two SLRs that appeared in the FE study,
one was from 2010 (outside of the time period of this study), one
was a shorter version of [SE01] published in another journal, and
one received zero in the quality evaluation and did not have most
of the required information. The DCP was used for data extraction,
and at the end of this process, 67 articles were selected for further
analysis and answering the research questions (see Appendix A).
4. Data extraction results

A summary of the data collected from the 67 SLRs in the above
processes is shown in Table 2. Regarding the nature of the
references to the EBSE papers and SLR Guidelines, similarly to the



Automated Search
ACM, IEEEXplore, 
CiteSeerX, Science 
Direct ISI, Scopus

1,389
Search results

First Filter
Exclude obviously 

irrelevant studies by 
reading title and 

abstract
157

Potentially 
Relevant

Manual Search
Table 1

66
Potentially 
Relevant

Merge
Remove Duplicates

Selection
Apply 

Inclusion/Exclusion 
criteria on full paper

Reference Search
Search all references 

of 75 studies

Final Exclusion
Quality Assessment 
and Data Extraction

154
Potentially 
Relevant

75
Unique SLRs

77
Unique SLRs

67
Unique SLRs

69 duplicated studies 
removed 

79 studies excluded 

2 studies

10 studies

- Four were not software engineering
- Three were reports from SLRs in the 

FS study
- One was from 2010 (outside of the 
time period of this study) 
- One was a shorter version of SE01 
published in another journal 
- One received zero in the quality 
evaluation and did not have most of 
the required information

Fig. 2. Identification of included SLRs.

904 F.Q.B. da Silva et al. / Information and Software Technology 53 (2011) 899–913
findings reported by Kitchenham et al. [18,19], all papers that cited
the EBSE papers or the guidelines did so as a methodological justi-
fication for their study, so we considered all SLRs to be EBSE-
positioned.

Table 3 shows the quality scores for each assessment question.
We ordered the studies by the final score and divided the set into
quartiles to allow for easier visualisation of how the entire set of
studies performed in the assessment. The implications of the qual-
ity assessment results are discussed in Section 5.5.

5. Discussion of research questions

In this section, we address the research questions presented in
Section 3.1. We show the results of our study (SE), compare them
with the findings of OS/FE, and integrate the results (OS/FE + SE).

5.1. RQ1: How many SLRs were published between 1st January 2004
and 31st December 2009?

Table 4 shows the growth in published SLRs since 2004. The OS/
FE studies found 53 studies between 2004 and June 2008
(4.5 years), and our extension (SE) found 67 studies between July
2008 and December 2009 (1.5 years). The studies published in
2009 account for 43% (51/120) of the total.

Table 4 also shows that the number of SLRs that cite either the
EBSE papers or the SLR guidelines also increased in absolute num-
ber and also as a percentage of the studies in a given year. In fact, in
the SE, 80% (53/67) of the SLRs cited the EBSE paper, the SLR Guide-
lines, or both.
5.2. RQ2: What research topics are being addressed?

As shown in Table 2, the 67 reviews in SE addressed 24 different
software engineering topics, 14 of which were not addressed in the
OS/FE. The most frequent topics in our SLRs were the following:
Requirements Engineering (eight studies), Distributed Software
Development (8), Software Product Line (7), Software Testing (6),
Empirical Research Methods (5), Software Maintenance and Evalu-
ation, and Agile Software Development (4).

To evaluate the coverage of software engineering topics, we
used the same rationale used by Kitchenham et al. [19], and there-
fore, considered each SLR’s relevance to education and practice by



Table 2
Systematic literature reviews in software engineering between July 2008 and December 2009.

Study Ref.
(N = 67)

Year Quality
score

Review
type

Review
focus

Review topic Cited EBSE
paper

Cited
guidelines

Number primary
studies

Practitioners
guidelines

Paper
type

[SE01] 2008 4 MS SERT Human Aspects N Yd 92 N J
[SE02] 2008 4 SLR RT Knowledge Management Ya,b Yd 68 Y J
[SE03] 2008 1.5 MS RT Research Topics in Software

Engineering
N N 691 N J

[SE04] 2008 1 MS SERT Software Project
Management

N N 48 N C

[SE05] 2008 4 MS SERT Agile Software Development N Yf 36 Y J
[SE08] 2008 2 MS SERT Software Testing N Yh 14 Y C
[SE09] 2008 2 MS SERT Requirements Engineering N Ye 240 N C
[SE10] 2008 1 MS SERT Usability N Yf 51 Y C
[SE11] 2008 2.5 MS SERT Software Process

Improvement
N Yf 50 Y C

[SE12] 2008 1.5 MS SERT UML N Yf 33 N Ci

[SE13] 2008 1 SLR RT Distributed Software
Development

N N 12 N C

[SE14] 2008 3 SLR RQ Usability N Ye,h 63 Y J
[SE18] 2009 4 MS SERT Software Testing N Yf 35 N J
[SE19] 2009 3.5 SLR RT Software Testing Ya,b Yf,h 64 N J
[SE20] 2009 2.5 MS SERT Software Maintenance and

Evolution
N Ye,f 34 N J

[SE21] 2009 2.5 MS SERT Requirements Engineering N Yd 58 N C
[SE22] 2009 2 SLR RQ Agile Software Development Ya Yd,f 9 N C
[SE23] 2009 2 MS RQ Design Patterns Ya Yf 4 N C
[SE24] 2009 2 MS SERT Software Maintenance and

Evolution
N Yd 12 Y C

[SE25] 2009 2 MS SERT Risk Management N Ye,g 80 N J
[SE26] 2009 2 MS SERT Software Fault Prediction N N 74 N J
[SE27] 2009 3 MS SERT Software Product Line N Yf 34 N C
[SE28] 2009 3 MS SERT Software Product Line Ya Yf 97 N C
[SE29] 2009 1.5 MS SERT Requirements Engineering N N 46 N Ci

[SE30] 2009 3 MS SERT Software Maintenance and
Evolution

N Yd 176 N J

[SE32] 2009 1.5 SLR RT Empirical Research Methods Ya Yd 16 N Ci

[SE33] 2009 1.5 SLR RQ Software Security N Yf 64 N C
[SE34] 2009 2.5 MS SERT Empirical Research Methods N N 8 N J
[SE35] 2008 3 SLR RQ Software Testing N Yf,h 28 N C
[SE36] 2009 3.5 MS SERT Human Aspects Ya Yd 92 N J
[SE37] 2009 3 MA RQ Agile Software Development Yb Yf 18 Y J
[SE38] 2009 3 MS SERT Context Aware Systems N N 237 N J
[SE39] 2009 3.5 SLR RQ Software Maintenance and

Evolution
N Yd 18 Y C

[SE40] 2009 4 MS SERT Distributed Software
Development

N Yf 20 Y C

[SE42] 2009 2.5 SLR RT Requirements Engineering N Yf 97 Y J
[SE43] 2009 2.5 MS SERT Distributed Software

Development
N Yf 78 Y J

[SE44] 2009 2 MS SERT Distributed Software
Development

N Yf 98 Y C

[SE45] 2009 2 MS SERT Distributed Software
Development

N Yd 122 Y C

[SE46] 2009 4 MS SERT Software Product Line N Ye 89 N J
[SE47] 2009 3 MS SERT Software Product Line N Yd 23 N C
[SE48] 2009 3.5 MS SERT Risk Management Ya N 27 N C
[SE49] 2009 2 MS SERT Requirements Engineering N N 36 Y C
[SE50] 2009 3 MS SERT UML N Ye,g 44 N J
[SE51] 2009 3 SLR RQ Software Cost Estimation N N 12 N C
[SE52] 2009 4 SLR RQ Software Development N Yd 5 Y Ci

[SE53] 2009 3 MS SERT Software Development N Y+ 40 Y J
[SE54] 2009 2.5 MS SERT Software Product Line N Yd 39 N C
[SE55] 2009 4 MS SERT Requirements Engineering N Ye,g 24 Y J
[SE56] 2009 2 MS SERT Distributed Software

Development
N Yh 72 Y J

[SE57] 2009 3 MS SERT Agile Software Development Yb Yd 50 N C
[SE58] 2009 1 MS SERT Requirements Engineering Yc N 22 N C
[SE59] 2009 4 SLR RQ Software Maintenance and

Evolution
N Yd,e 15 Y C

[SE60] 2009 2 MS SERT Software Architecture N Yd 11 N Ci

[SE62] 2009 2.5 MS SERT Empirical Research Methods N Ye 63 N WS
[SE63] 2009 4 MS SERT Requirements Engineering Yb Yd,g 149 Y J
[SE64] 2009 2 MS SERT Software Testing N Yh 27 N C
[SE65] 2008 2.5 MS SERT Software Product Line N Yd 17 Y C
[SE66] 2009 1.5 MS SERT Software Testing N Yd 78 Y J
[SE67] 2009 1.5 MS SERT Distributed Software N Yd,g 12 N Ci

(continued on next page)
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Table 2 (continued)

Study Ref.
(N = 67)

Year Quality
score

Review
type

Review
focus

Review topic Cited EBSE
paper

Cited
guidelines

Number primary
studies

Practitioners
guidelines

Paper
type

Development
[SE68] 2009 2.5 MS SERT Service Oriented Systems

Engineering
N Ye 51 N J

[SE70] 2009 3 MS SERT Software Evaluation and
Selection

N N 60 N J

[SE71] 2009 2 SLR RT Empirical Research Methods N Yd 103 N J
[SE72] 2009 2 SLR RQ Software Development N Yd 122 Y BS
[SE74] 2009 0 MS SERT Empirical Research Methods N N 299 N J
[SE75] 2009 3.5 MS SERT Human Aspects N Yd 92 N J
[SE76] 2008 3 MS SERT Distributed Software

Development
N Yd 26 N C

[SE77] 2008 3 MS SERT Software Product Line N Yf 19 N C

a [14].
b [8].
c [24].
d [15].
e [13].
f [16].
g [4].
h [12].
i Short paper.
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relating the topics covered with the Software Engineering 2004
Curriculum Guidelines for Undergraduate Degree Programs [28]
and the Software Engineers’ Book of Knowledge (SWEBOK) [2]. In
this way, our findings can be directly compared to those found
by Kitchenham et al. [19]. In Table 5, the relationships between
the SLRs and the SE Curriculum and the SWEBOK are shown. To
make the presentation clearer, we omitted from this table the SLRs
that are only of interest to academics.

In Table 6, the distribution of SLR topics over the 2004 SE Cur-
riculum and the SWEBOK are shown and compared to the findings
of Kitchenham et al. [19]. This comparison shows that the coverage
has increased but it is still very sparse for both the SE Curriculum
and the SWEBOK; it also shows that the intersection between the
previous OS/FE studies and the SE is very low, meaning that the
more recent reviews addressed new topics. Finally, Software Con-
figuration Management and Software Quality were not addressed
by any of the 120 SLRs in the OS/FE + SE set of studies.
5.3. RQ3: Which individuals and organisations are most active in SLR-
based research?

In the OS, a single researcher, Magne Jørgensen, from the Simula
Lab, Norway, who was involved in eight studies, dominated the SLR
publications. At the organisational level, Simula researchers con-
tributed to 11 studies, just over half of the total. The FE showed
a trend of reducing this concentration, as more researchers from
different organisations and from other parts of the world began
to adopt SLRs as a research method. In total, 103 researchers from
17 countries and 46 organisations were involved in the develop-
ment of SLRs in the OS/FE.

In our study, the trend of the reduction in the concentrations of
researchers, organisations, and countries was observed to con-
tinue. The number of researchers grew to 159, representing a
50% increase, which appears high when we consider that there
was a 26% increase in the number of SLRs compared to the OS/
FE. This indicates that the number of authors per study increased.
In fact, we found that the percentage of studies co-authored by 3 or
more researchers grew from 58% (31/53) to 67% (45/67), and the
percentage of studies authored by a single researcher fell from
13% (7/53) to 1% (1/67). This indicates an evolution, as the SLR
guidelines and literature emphasise the need for at least two
researchers to perform an SLR to assure higher levels of quality, re-
duce bias, and increase the reliability of the results.
Another finding is that the number of researchers involved in
more than one SLR also increased. In the OS, only five researchers
were involved in more than three studies; in the FE, another seven
researchers co-authored three or more studies, and in the SE, 10
new researchers entered this group. Furthermore, considering the
OS/FE + SE dataset, there were 24 researchers who co-authored
two studies, and 125 were involved in only one study. Table 7 lists
the 21 researchers that have co-authored three or more SLRs since
2004. This is an indication that, at least for this group of research-
ers, the use of SLRs has gone from being a one-off activity to be-
come part of the research methods regularly employed by these
researchers.

In terms of affiliations, in the SE, we found 55 organisations
with researchers involved in developing SLRs, which, combined
with the 43 organisations from the OS/FE, total 90 distinct organi-
sations involved since 2004. The countries in which these organisa-
tions are located also increased in number and become more
widely distributed among the various regions of the world. The
number of countries grew from 17 in the OS/FE to 25 in the OS/
FE + SE, with eight new countries in the SE study. Asian countries,
which did not appear in the OS/FE, contributed to 10 studies 15%
(10/67) in the SE. Only 2 countries that appeared in the OS/FE were
not found in the SE (Israel and Colombia). As shown in Table 8,
researchers affiliated with European organisations still performed
the vast majority of studies, a trend that remains since the OS.
The participation of USA researchers can still be considered low,
accounting for fewer than 12% (14/120) of the studies.

Altogether, this seems to indicate that SLRs are becoming more
widespread in the scientific community. More researchers are
using SLRs as a research method, and this use is spreading beyond
Europe, where the majority of the promoters of EBSE and System-
atic Reviews reside.

5.4. RQ4: Are the limitations of SLRs, as observed in the two previous
studies, FE and OS, still an issue?

Some limitations of the SLRs identified in the OS and FE are dis-
cussed in this section.

5.4.1. Review topics and extent of evidence
As discussed in Section 5.2, the number of topics in software

engineering covered by SLR and MS has increased since the OS
and FE studies. There is no longer a concentration on a single topic



Table 3
Quality assessment scores.

Study Ref. QA1 QA2 QA3 QA4 Final score Quartiles

[SE01] 1 1 1 1 4 4th
[SE02] 1 1 1 1 4
[SE05] 1 1 1 1 4
[SE18] 1 1 1 1 4
[SE35] 1 1 1 1 4
[SE40] 1 1 1 1 4
[SE46] 1 1 1 1 4
[SE52] 1 1 1 1 4
[SE55] 1 1 1 1 4
[SE59] 1 1 1 1 4
[SE63] 1 1 1 1 4
[SE19] 1 1 0.5 1 3.5
[SE36] 1 1 0.5 1 3.5
[SE39] 1 1 0.5 1 3.5
[SE48] 1 1 1 0.5 3.5
[SE75] 1 1 1 0.5 3.5

[SE14] 1 1 0 1 3 3rd
[SE27] 1 1 0 1 3
[SE28] 1 1 1 0 3
[SE30] 1 1 0 1 3
[SE37] 1 1 0 1 3
[SE38] 1 1 0 1 3
[SE47] 1 1 0 1 3
[SE50] 1 1 0 1 3
[SE51] 1 1 0 1 3
[SE53] 1 1 0 1 3
[SE57] 1 1 0 1 3
[SE70] 1 1 0.5 0.5 3
[SE76] 1 1 0 1 3
[SE77] 1 1 0 1 3

[SE11] 1 1 0 0.5 2.5 2nd
[SE20] 1 0.5 0 1 2.5
[SE21] 1 1 0 0.5 2.5
[SE34] 0 0.5 1 1 2.5
[SE42] 1 0 0.5 1 2.5
[SE43] 1 0.5 0 1 2.5
[SE54] 1 0.5 0 1 2.5
[SE62] 1 0 1 0.5 2.5
[SE65] 1 0.5 0 1 2.5
[SE68] 1 1 0.5 0 2.5

[SE08] 0.5 0.5 0 1 2 1st
[SE09] 1 1 0 0 2
[SE22] 1 0.5 0 0.5 2
[SE23] 1 1 0 0 2
[SE24] 1 1 0 0 2
[SE25] 1 1 0 0 2
[SE26] 1 1 0 0 2
[SE44] 1 1 0 0 2
[SE45] 1 1 0 0 2
[SE49] 1 1 0 0 2
[SE56] 0 1 0 1 2
[SE60] 1 1 0 0 2
[SE64] 0.5 1 0 0.5 2
[SE71] 1 1 0 0 2
[SE72] 0 0 1 1 2
[SE03] 0.5 1 0 0 1.5
[SE12] 1 0.5 0 0 1.5
[SE13] 1 0 0.5 0 1.5
[SE29] 1 0.5 0 0 1.5
[SE32] 0.5 1 0 0 1.5
[SE33] 0.5 1 0 0 1.5
[SE66] 0.5 1 0 0 1.5
[SE67] 0 0.5 0 1 1.5
[SE04] 0 0 0 1 1
[SE10] 1 0 0 0 1
[SE58] 0 0 1 0 1
[SE74] 0 0 0 0 0

Table 4
Number of SLRs per year.

Year Number of SLR Number of EBSE positioned SLR

OS/FE SE Total OS/FE SE Total %a

2004 6 6 1 1 17
2005 11 11 5 5 45
2006 9 9 6 6 67
2007 15 15 9 9 60
2008 12 16 28 10 12 22 79
2009 51 51 41 41 80

Total 53 67 120 31 53 84 70

a Total EBSE positioned SLR/Total SLR) in the same year.
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(Software Cost Estimation), but there is still a concentration on six
topics that were addressed by 55% of the reviews: Empirical Re-
search Methods (16 studies), Software Cost (13), Requirements
Engineering (10), Distributed Software Development (9), Software
Development (in general) (9), Software Testing (9), and Software
Maintenance and Evolution (7).

The FE reported a reduction on the proportion of studies focus-
ing on research methods between those in the OS (40%) and the
new studies found in the FE (18%). In the SE, this trend was not ob-
served, as we identified 27% of the studies (18/67) as being focused
on research methods or primarily aimed at researchers. In the com-
bined dataset of the OS/FE and our study, reviews of Empirical Re-
search Methods are the most frequent topic of study, being
addressed by over 13% (16/120) of the SLRs.

Consistent with the OS and FE studies, mapping studies (MS)
analysed more primary studies than conventional systematic re-
views (Table 9).

We found proportionally more MSs (82%, 55/67) than in the
combined OS/FE data (32%, 17/53). Conversely, we found propor-
tionally fewer conventional SLRs (18%, 12/67) than in the OS/FE
(68%, 36/53). Two reasons may account for this difference. First,
we classified the studies using the method presented by Da Silva
et al. [7], and the researchers in the OS and FE used an unreported
method. In fact, using the results of Da Silva et al. [7], the propor-
tions in the OS/FE studies changed to 72% MS and 38% SLR, much
closer to the proportions found in the SE. Moreover, the OS study
did not distinguish between MSs and SLRs, classifying all studies
as SLR, which increased the number of SLRs in the OS/FE studies.

Second, as described in Section 5.3, we found that an increasing
number of newcomers (59), that is, researchers performing a sys-
tematic review for the first time, published reviews in new topic
areas. Performing an MS of a topic area is a natural first step in re-
search, especially if the area is more recently developed, for in-
stance, agile development or distributed software development.
5.4.2. Orientation towards the practice
Twenty reviews in the SE study addressed research questions of

possible interest to practitioners, including 11 that directly ad-
dressed technical evaluation questions (RQ). Furthermore, 36%
(24/67) of the SE studies provided guidelines for practitioners,
either explicitly or implicitly. These figures show an increase in
the number of SLRs providing practitioner guidelines in compari-
son with the OS and FE studies, showing an increase in the orien-
tation of the SLRs towards the practice of software engineering
(Table 10).

However, 58% (39/67) of the reviews in the SE addressed trends
in software engineering research that are only of indirect interest
to practitioners, and eight studies investigated research methods
of no interest in practice.
5.4.3. Quality evaluation of primary studies
The proportion of SLRs that undertook the evaluation of the

quality of the primary studies increased when comparing the SE
and OS/FE studies, as shown in Table 11. Although this indicates
an improvement, the number of reviews performing a full and



Table 5
Relationships between SLRs and SE undergraduate Curriculum and SWEBOK.

Study
Ref.

Review
type

Quality
score

Topic area Useful for
education

Useful for
practitioner

Why? SE Curriculum SWEBOK

[SE01] MS 4 Human
Aspects

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

N/A

[SE02] MS 4 Knowledge
Management

No Yes Aimed at practitioners rather than
undergraduates

Process
Implementation and
Change, Chapter 9,
Section 1

[SE04] MS 1 Software
Project
Management

Yes Possibly Aimed at researchers, but solutions
and limitations can inform practice

MGT.pp.5 Resource
allocation

Resource Allocation.
Chapter 8, Section 2.4

[SE05] MS 4 Agile
Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Software Life Cycle
Models. Chapter 9,
Section 2.1

[SE08] MS 2 Software
Testing

No Yes Aimed at practitioners rather than
undergraduates

Acceptance/
qualification testing.
Chapter 5, Section
2.2.1

[SE10] MS 1 Usability No Yes Aimed at practitioners rather than
undergraduates

Usability testing.
Chapter 5, Section
2.2.12

[SE11] MS 2.5 Software
Process
Improvement

Yes Yes Aimed at practitioners and provides
examples for undergraduate education

PRO.con.6 Software Process
Management Cycle.
Chapter 9, Section 1.2

[SE14] MS 3 Usability No Yes Aimed at practitioners rather than
undergraduates

Usability testing.
Chapter 5, Section
2.2.12

[SE20] MS 2.5 Software
Maintenance
and Evolution

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

EVO.pro.5 Software Maintenance
Measurement,
Chapter 6, Section 2.4

[SE24] MS 2 Software
Maintenance
and Evolution

No Yes Aimed at practitioners rather than
undergraduates

Software Maintenance
Measurement,
Chapter 6, Section 2.4

[SE27] MS 3 Software
Product Line

Possibly Possibly Aimed at researchers, but can be used
for undergraduate education and
solutions and limitations can inform
practice

DES.ar.5 Domain-specific
architectures and
product-lines

Families of Programs
and Frameworks.
Chapter 3, Section 3.3

[SE33] MS 1.5 Software
Security

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Functional and Non-
functional
Requirements.
Chapter 2, Section 1.3

[SE35] SLR 3 Software
Testing

Possibly Possibly Aimed at researchers, but can be used
for undergraduate education and
solutions and limitations can inform
practice

VAV.tst.10 Regression
Testing

Regression testing.
Chapter 5, Section
2.2.6

[SE37] MA 3 Agile
Software
Development

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

PRF.psy.1 Dynamics of
working in teams/groups

Coding. Chapter 4,
Section 3.3

[SE38] MS 3 Context
Aware
Systems

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Software Structure
and Architecture.
Chapter 3, Section 3.1

[SE39] SLR 3.5 Software
Maintenance
and Evolution

Yes Yes Aimed at practitioners and provides
examples for undergraduate education

EVO.pro.1 Basic concepts
of evolution and
maintenance

Software
Maintenance. Chapter
6

[SE40] SLR 4 Distributed
Software
Development

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

MGT Software
Management

Software Engineering
Management. Chapter
8

[SE42] MS 2.5 Requirements
Engineering

No Yes Aimed at practitioners rather than
undergraduates

Software
Requirements.
Chapter 2

[SE43] MS 2.5 Distributed
Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Software Engineering
Management. Chapter
8

[SE44] SLR 2 Distributed
Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Software Engineering
Management. Chapter
8

[SE45] SLR 2 Distributed
Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Software Engineering
Management. Chapter
8

[SE46] MS 4 Software
Product Line

Possibly Possibly Aimed at researchers, but can be used
for undergraduate education and
solutions and limitations can inform
practice

DES.ar.5 Domain-specific
architectures and
product-lines

Families of Programs
and Frameworks.
Chapter 3, Section 3.3

[SE47] MS 3 Software
Product Line

Possibly No Aimed at researchers, but can be used
for undergraduate education

DES.ar.5 Domain-specific
architectures and
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Table 5 (continued)

Study
Ref.

Review
type

Quality
score

Topic area Useful for
education

Useful for
practitioner

Why? SE Curriculum SWEBOK

product-lines; and
VAV.tst Testing

[SE48] MS 3.5 Risk
Management

Possibly Possibly Aimed at researchers, but can be used
for undergraduate education and
solutions and limitations can inform
practice

MGT.pp.6 Risk
management

Risk Management.
Chapter 8, Section 2.5

[SE49] MS 2 Requirements
Engineering

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

MAA.er Eliciting
requirements

Requirements
Elicitation. Chapter 2,
Section 3

[SE52] SLR 4 Software
Development

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

PRO.imp.2 Life cycle
models

Software Life Cycle
Models. Chapter 9,
Section 2.1

[SE53] MS 3 Software
Development

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

MAA.af.3 Analysing
quality

Software Engineering
Methods. Chapter 10,
Section 2

[SE54] MS 2.5 Software
Product Line

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Families of Programs
and Frameworks.
Chapter 3, Section 3.3

[SE55] MS 4 Requirements
Engineering

No Yes Aimed at practitioners rather than
undergraduates

Software
Requirements
Specification. Chapter
2, Section 5.3

[SE56] MS 2 Distributed
Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Risk Management,
Chapter 8, Section 2.5

[SE57] SLR 3 Agile
Software
Development

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Process Planning.
Chapter 8, Section 2.1

[SE58] SLR 1 Requirements
Engineering

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Software
Requirements Tools,
Chapter 10, Section
1.1

[SE59] SLR 4 Software
Maintenance
and Evolution

No Yes Aimed at practitioners rather than
undergraduates

Maintenance Cost
Estimation. Chapter 6,
Section 2.3

[SE60] MS 2 Software
Architecture

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Architectural
Structures and
Viewpoints. Chapter 3,
Section 3.1

[SE63] MS 4 Requirements
Engineering

Possibly Yes Rather specialised for undergraduates,
but can be provide practical examples
for education

MAA.rv Requirements
validation

Requirements
Validation, Chapter 2,
Section 6

[SE65] MS 2.5 Software
Product Line

No Yes Aimed at practitioners rather than
undergraduates

Families of Programs
and Frameworks,
Chapter 3, Section 3.3

[SE66] MS 1.5 Software
Testing

No Yes Aimed at practitioners rather than
undergraduates

Specification-based
techniques. Chapter 5,
Section 3.2

[SE70] MS 3 Software
Evaluation
and Selection

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

N/A

[SE72] MS 2 Software
Development

No Yes Aimed at practitioners rather than
undergraduates

Process Measurement.
Chapter 9, Section 4.1

[SE75] SLR 3.5 Human
Aspects

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Resource Allocation,
Chapter 8, Section 2.4

[SE77] MS 3 Software
Product Line

No Possibly Aimed at researchers, but solutions
and limitations can inform practice

Families of Programs
and Frameworks,
Chapter 3, Section 3.3
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explicit quality evaluation was still very low, amounting to only
21% (14/67) of the reviews in the SE study.

Three situations that might explain the low percentage of qual-
ity assessment of the primary reviews were observed. First, some
researchers appear to have confused quality assessment with
explicitly stating the inclusion/exclusion criteria of the primary
studies and may therefore have thought that no further quality
assessment was necessary (e.g., [SE42]). Second, in some cases,
quality assessment was thought to be unnecessary because the pri-
mary studies were retrieved from ‘‘trustworthy sources’’ (e.g.,
peer-reviewed journals), and this was considered to be sufficient
to guarantee the quality of the primary studies (e.g., [SE43]). Third,
in other cases, the search process found so few relevant studies
that the researchers may have feared that applying quality criteria
would leave them with no studies to analyse (e.g., [SE39]).
Researchers performing systematic reviews should attempt to ad-
dress these situations, as none are acceptable explanations for not
performing quality assessment.

5.4.4. Use of guidelines
The use of guidelines and citations to the EBSE papers in the re-

views increased in the SE with respect to the OS/FE studies, as
shown in Table 12. The increase in the use of guidelines signifi-
cantly correlated with quality of the SLRs by Kitchenham et al.



Table 6
Distribution of SLRs over 2004 SE Curriculum and SWEBOK sections.

OS/FE SE OS/FE + SE Increase

SLRs Subs SLRs Subs SLRs Subs OS/FE ? SE

2004 SE Curriculum sections
Computing essentials 4
Mathematical & Engineering Fundamentals 3 2 2 2 2 0
Professional Practice 3 1 1 1 1 1
Software Modelling & Analysis 7 3 2 3 3 6 4 2
Software Design 7 4 0 3 1 7 2 2
Software V & V 5 4 5 1 1 5 5 0
Software Evolution 2 2 1 1 1 1
Software Process 2 2 1 2 2 4 2 1
Software Quality 5
Software Management 5 11 2 3 2 14 2 0
Systems and Application Specialties 42 2 1 2 1 0

Total subsections 85 28 13 15 11 42 20 7

SWEBOK Chapter
Software Requirements 7 2 2 5 4 7 5 3
Software Design 6 4 2 7 1 11 2 0
Software Construction 3 1 1 1 1 2 1 0
Software Testing 5 1 1 5 2 6 2 1
Software Maintenance 4 2 2 4 1 6 2 0
Software Configuration Management 6
Software Engineering Management 6 5 2 9 1 14 2 0
Software Engineering Process 4 4 3 5 3 9 5 2
Software Engineering Tools and Methods 2 2 2 2 2 2
Software Quality 3

Total Sections 46 19 13 38 15 57 21 8

Table 7
Authors with three or more studies.

Authors Country OS/FE SE OS/FE + SE

Jørgensen Norway 9 9
Guilherme Travassos Brazil 3 3 6
Shepperd UK 6 6
Tore Dyba Norway 3 3 6
Muhammad Ali Babar Ireland 5 5
Hannay Norway 4 4
Sarah Beecham UK 4 4
Sjøberg Spain 4 4
Tony Gorschek Sweden 4 4
Ambrosio Toval Spain 3 3
Helen Sharp UK 3 3
Hugh Robinson UK 3 3
Juristo Spain 3 3
Kampenes Norway 3 3
Kitchenham UK 3 3
Maya Daneva The Netherlands 3 3
Moløkken-Østvold Norway 3 3
Moreno Spain 3 3
Nathan Baddoo UK 3 3
Thelin Sweden 3 3
Tracy Hall UK 3 3

Table 8
SLRs per country.

Region OS/
FE

% (N = 53) SE % (N = 67) OS/
FE + SE

% (N = 121)

N. America 9 17 7 10 16 13
S. America 5 9 8 12 13 11
Europe 45 85 56 84 101 83%
Asia 0 0 10 15 10 8
M. East 1 2 0 0 1 1
Oceania 5 9 2 3 7 6

Table 9
Median numbers of primary studies per SLR and MA and MS.

Statistic 2004 2005 2006 2007 2008 2009

Median 26.5 19.5 32 21 26.5 20
SLR and MA 6 8 7 8 8 11
Median – 119 403.5 137 49 54.5
MS – 3 2 7 20 40

Table 10
Practitioner guidelines in the SLRs.

Practitioners guidelines OS/FE SE OS/FE + SE

N 44 43 87
Y 9 24 33
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[19]. However, a regression test using the Cited Guidelines as the
factor and quality score as the dependent variable showed no sta-
tistical significance for the entire set of SLRs (N = 120).
Y% 17% 36% 28%
5.5. RQ5: Is the quality of the SLRs improving?

Kitchenham et al. [19] observed that the quality of the SLRs in-
creased from the OS to the FE study. This trend continued in our
study, with a steady increase in the mean quality scores of the
studies in every year except 2007 (Table 13). Considering the 6-
year period between 2004 and 2009, the increase in quality was
12.5%.

Table 3 presents the SLRs with respect to their quality score;
close inspection shows that almost all studies in all four quartiles
performed well on both QA1 and QA2, which are related to inclu-
sion and exclusion criteria and coverage of the search process,
respectively. This result was likely due to the increasing number
of studies in which the SLR guidelines were used to plan the stud-
ies. Studies in the fourth quartile performed well on all questions.
Additionally, most studies in the first quartile failed on QA3 or QA4,
which are respectively related to quality assessment of primary
studies and the synthesis and presentation of findings related to
individual primary studies.



Table 11
Evolution of quality evaluation of primary studies.

Evaluate quality of primary studies? OS/FE SE OS/FE + SE

N 37 22 59
Ya 16 45 61

Y% 30% 67% 51%

a Includes full evaluation (score = 1) and implicit evaluation (score = 0.5).

Table 12
Use of guidelines.

Citation OS/
FE

%
(N = 53)

SE %
(n = 67)

OS/
FE + SE

%
(N = 120)

EBSE 7 13 12 18 19 16
Guidelines 27 51 511 76 81 68
EBSE and

guidelines
3 6 10 15 13 11

a Excluding three studies that cited non-EBSE-related review guidelines.

Table 13
SLR quality.

Cited guidelines? Statistics 2004 2005 2006 2007 2008 2009

No # SLRS 6 6 4 7 6 10
Mean 2.08 2.33 2.00 1.79 1.50 2.15
r 1.07 0.52 1.08 0.81 0.55 1.08

Yes # SLRs 0 5 5 8 22 41
Mean – 2.20 3.10 3.00 2.80 2.72
r – 0.27 0.65 0.60 0.78 0.81

All # SLR 6 11 6 15 28 51
Mean 2.08 2.27 2.61 2.43 2.50 2.61
r 1.07 0.41 0.99 0.92 0.92 0.89
Increase 5% 7.5% �5% 2.5% 2.5%
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We then compared the mean of the quality scores of the SLR
with respect to three other factors. First, the SLRs that explicitly
provided guidelines for practitioners had higher mean quality
scores (Mean = 2.85, r = 0.91) than those that did not provide
guidelines (Mean = 2.38, r = 0.83). Second, SLRs published in Jour-
nals had higher quality scores (Mean = 2.69, r = 0.94) than the
studies published in Conferences (Mean = 2.44, r = 0.81). Third,
the SLRs with scope RQ performed better (Mean = 2.88, r = 0.76),
than those with SERT (Mean = 2.41, r = 0.91) and RT (Mean = 2.28,
r = 0.79). We performed a regression analysis using these three
factors, and the result was statistically significant for a 95% confi-
dence level, as follows: Guidelines for Practitioners (B = 0.183,
std. error = 0.038, p = 0.000), Journal (B = 0.117, std. error = 0.041,
p = 0.005) and RQ (B = 0.081, std. error = 0.036, p = 0.025).

Finally, we correlated the number of primary studies in an SLR
with the quality score using Pearson’s coefficient and found that
the inverse correlation was significant (r = �0.204, N = 120,
p = 0.05). As reported by Kitchenham et al. [19], SLRs addressing
larger numbers of primary studies had lower quality scores than
those with fewer primary studies. A possible explanation is that
when faced with too many studies to analyse, researchers may
opt not to perform quality assessment, and they may also have
more difficulties in presenting a good synthesis and summary of
evidence for each paper, thus scoring lower on quality questions
QA3 and QA4.

6. Limitations of this study

Two major problems in SLRs are finding all the relevant studies
and assessing their quality. In our study, we employed a mixed
process approach to find relevant studies that combined an auto-
matic search in search engines, manual search on relevant journals
and conference proceedings, and backward search, that is, search-
ing for relevant studies in the references of previously selected
studies. We checked the coverage of our automatic search and only
failed to recover one study in a set of 51, which can be considered
good coverage if the automatic search is complemented by manual
procedures.

Quality assessment of the SLRs was performed by at least two
researchers, and conflicts were resolved by a third researcher or
by consensus in cases in which the third point of view was also
conflicting. This multi-evaluator procedure increased our confi-
dence on the reliability of our quality assessment. However, we
found the scoring procedure to be too subjective for question
QA4 and inconsistent for QA2. We solved the inconsistency prob-
lem by consulting the researchers that performed the OS/FE stud-
ies. The problems with question QA4 caused many disagreements
between evaluators that were only solved in the consensus meeting.

Two researchers, following the process described in Fig. 1 of
Section 3.2, performed data extraction independently. Neverthe-
less, on many occasions, we found that quality assessment and
data extraction may have been compromised by the way most of
the SLRs were reported. Many reviews did not present sufficient
information, or the organisation of the presentation made it very
difficult to locate the needed information in the extraction process.
More specifically, we often found that review protocols were not
described in sufficient detail, in particular, regarding the search
process and quality assessment of the primary studies. In many
cases, information was not explicitly stated in the reports and
had to be inferred from the text. Despite our efforts to reach con-
sensus during data extraction and quality assessment, it is possible
that the extraction and quality assessment processes may have re-
sulted in inaccurate data.

7. Conclusions

This tertiary study analysed 1455 articles, of which 67 were
considered to be systematic literature reviews in software engi-
neering with acceptable quality and relevance. Among these stud-
ies, 15 appeared relevant to the undergraduate educational
curriculum, 40 appeared of possible interest to practitioners, and
26 were directed mainly to researchers. Furthermore, the 67 stud-
ies addressed 24 different software engineering topics, covering
33% (15/46) of the SWEBOK sections.

Our study shows three important changes in the study set from
the previous tertiary studies [18,19]. First, the coverage of topics in
software engineering increased, and the concentration in a few
topics decreased. Second, the number of researchers and, conse-
quently, organisations undertaking systematic reviews increased
and became more globally distributed. Finally, we found propor-
tionally more mapping studies than conventional systematic re-
views in our study. Together, these results appear to indicate
that systematic reviews are increasingly being considered as an
important tool in performing unbiased and comprehensive litera-
ture mappings of the research in specific topics in software
engineering.

However, our findings also show three major limitations with
the current use of SLRs in software engineering. First, a large num-
ber of SLRs still do not assess the quality of their primary studies,
and this is consistent with the findings in the previous tertiary
studies. Second, the integration of the results of the primary stud-
ies was poorly conducted by many SLRs. In the set of 67 reviews,
only one ([SE37]) used a meta-analysis [10] to synthesise quantita-
tive studies and two ([SE05,SE68]) used meta-ethnography [21] in
the synthesis of qualitative studies. Although meta-analysis is
mentioned in other studies [SE01,SE19,SE22,SE28,SE35,SE56,SE71],
they did not employ the technique. Apart from meta-analysis and
meta-ethnography, no other form of meta-synthesis [26] was used.
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We believe that the underlying problem is that the studies we ana-
lysed, in particular the mapping studies, attempted to combine and
synthesise results from too diverse a set of primary studies without
the use of a proper methodology.

Third, as was identified in the OS/FE studies, the number of SLRs
providing guidelines to practitioners remains small. Furthermore,
we could not identify from the reported data in the SLRs whether
the investigated question originated in the industrial practice of
software engineering or as an academic problem. Because the prac-
tical origin of the problem and practitioner guidelines are essential
for developing Steps 1, 4, and 5 of the EBSE approach discussed in
Section 1, we concluded that EBSE is not being fully realised in
practice. Nevertheless, the number of SLRs is increasing, along with
the number of researchers and organisations performing them.
This may indicate that SLRs are being adopted as a research meth-
od for the discovery of gaps and trends that could guide academic
research in software engineering. This was corroborated by the in-
crease in the proportion of mapping studies, as these are typically
directed towards exploratory investigation of research trends.

A systematic review can be updated and extended in at least
three complementary ways. A temporal update can be performed
to expand the timeframe for the publication of the primary studies,
without major changes in the original review protocol. This tertiary
study is an example of a temporal update of a previous review [19].
A search extension can be performed to expand the number of
sources and the search strategies (manual or automated) within
the same timeframe as the original review to increase the coverage
of the original study. The tertiary study performed by Kitchenham
et al. [19] was a search extension of a previous study [18]
(although it also increased the timeframe of the search). Finally,
a temporal update and search extension can be combined. We
found neither an update nor an extension of a previous SLR among
the 120 studies. We believe that producing updates and extensions
with proper integration of the findings with the original reviews is
an important research activity, and more researchers should en-
gage in such studies. In particular, we believe that external updates
or extensions, in the sense of being performed by different
researchers than the original authors, is important in detecting
possible bias or imprecision in data extraction and analysis that
may have been introduced by the original researchers.

As described in Section 6, we faced difficulties during quality
assessment and data extraction due to the way various SLRs were
reported. There was very little consistency in the way the articles
are organised, including the use of section headings to indicate
important parts or stages of the reviews. Additionally, many SLRs
omitted essential data, including important parts of the review
protocol, and often, the same information was presented inconsis-
tently in different parts of the article. We believe that researchers
performing and reporting systematic reviews would benefit from
reading reviews that are organised to enhance readability and al-
low for better data extraction, assessment, and comparison among
studies. We found a few reviews that provide good examples of
organisation and content, including SE01,SE02,SE05,SE35,SE55].

In future work, we will investigate the extent to which the EBSE
is being realised regarding the development of all steps defined in
Section 1. One research approach will be to conduct a broad field
survey with the researchers involved in the 120 SLRs to investigate
the origins and motivations of their questions and the application
of the results of their SLRs. We also plan to perform continual up-
dates to this tertiary study on at least a yearly basis. Finally, we be-
gan to investigate the methods used by the researchers to integrate
qualitative data. This is relevant due to the increasing incidence of
qualitative research in software engineering. We expect to pro-
duce, from the best approaches of qualitative data analysis em-
ployed, guidelines for researchers performing SLRs of qualitative
studies, as has been done in other fields [26].
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