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Abstract—BACKGROUND—Software Process Improvement (SPI) is a systematic approach to increase the efficiency and

effectiveness of a software development organization and to enhance software products. OBJECTIVE—This paper aims to identify

and characterize evaluation strategies and measurements used to assess the impact of different SPI initiatives. METHOD—The

systematic literature review includes 148 papers published between 1991 and 2008. The selected papers were classified according to

SPI initiative, applied evaluation strategies, and measurement perspectives. Potential confounding factors interfering with the

evaluation of the improvement effort were assessed. RESULTS—Seven distinct evaluation strategies were identified, wherein the

most common one, “Pre-Post Comparison,” was applied in 49 percent of the inspected papers. Quality was the most measured

attribute (62 percent), followed by Cost (41 percent), and Schedule (18 percent). Looking at measurement perspectives, “Project”

represents the majority with 66 percent. CONCLUSION—The evaluation validity of SPI initiatives is challenged by the scarce

consideration of potential confounding factors, particularly given that “Pre-Post Comparison” was identified as the most common

evaluation strategy, and the inaccurate descriptions of the evaluation context. Measurements to assess the short and mid-term impact

of SPI initiatives prevail, whereas long-term measurements in terms of customer satisfaction and return on investment tend to be less

used.

Index Terms—Process implementation and change, process measurement, metrics/measurement, systematic literature review.
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1 INTRODUCTION

WITH the increasing importance of software products in
industry as well as in our everyday life [62], the process

of developing software has gained major attention by
software engineering researchers and practitioners in the
last three decades [93], [97], [98], [106]. Software processes are
human-centered activities and as such are prone to un-
expected or undesired performance and behaviors [44]. It is
generally accepted that software processes need to be
continuously assessed and improved in order to fulfill
the requirements of the customers and stakeholders of the
organization [44]. Software Process Improvement (SPI)
encompasses the assessment and improvement of the
processes and practices involved in software development

[25]. SPI initiatives henceforth refer to activities aimed at
improving the software development process (see Sec-
tion 3.4.3 for a definition of the different types of initiatives).

The measurement of the software process is a substantial
component in the endeavor to reach predictable perfor-
mance and high capability, and to ensure that process
artifacts meet their specified quality requirements [41], [219].
As such, software measurement is acknowledged as essen-
tial in the improvement of software processes and products
since, if the process (or the result) is not measured and
evaluated, the SPI effort could address the wrong issue [52].

Software measurement is a necessary component of every
SPI program or change effort, and empirical results indicate
that measurement is an important factor for the initiatives’
success [33], [47]. The feedback gathered by software
measurement and the evaluation of the effects of the
improvement provide at least two benefits. By making the
outcome visible, it motivates and justifies the effort put into
the initiative. Furthermore, it enables assessment of SPI
strategies and tactics [67]. However, at the same time, it is
difficult to establish and implement a measurement program
which provides relevant and valid information on which
decisions can be based [17], [67]. There is little agreement on
what should be measured, and the absence of a systematic
and reliable measurement approach is regarded as a factor
that contributes to the high failure rate of improvement
initiatives [186]. Regardless of these problems in evaluating
SPI initiatives, a plethora of evidence exists to show that
improvement efforts provide the expected benefits [46], [71],
[121], [137], [161], [184], [213], [224], [240], [248].
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An interesting question that arises from that is how these
benefits are actually assessed. A similar question was raised
by Gorschek and Davis [167], where how changes/improve-
ments in requirements engineering processes are evaluated
for their success was criticized. Inspired by the search for
dependent variables [167], we conducted a Systematic
Literature Review (SLR) to explore how the success of SPI
initiatives is determined and if the approach is different
depending on the particular initiative. Furthermore, we
investigated which types of measures are used and, based on
the categorization by Gorschek and Davis [167], which
perspectives (project, product, or organization) are used to
assess improvement initiatives. Following the idea of
Evidence-Based Software Engineering (EBSE) [33] we collect
and analyze knowledge from both research and practical
experience. To this end we adopted the approach for
conducting SLR’s proposed by Kitchenham and Pfleeger [61].

This paper is organized as follows: Background and
related work is presented in Section 2 and our research
methodology is presented in Section 3. In Section 4, we
describe the results and answer our four major research
questions. We present our conclusions in Section 5.

2 BACKGROUND AND RELATED WORK

2.1 Software Process Improvement

Software process research is motivated by the common
assumption that process quality is directly related to the
quality of the developed software [28], [44], [62]. The aim of
software process improvement is therefore to increase
product quality, but also to reduce time-to-market and
production costs [28]. The mantra of many software process
improvement frameworks and models originates in the
Shewhart-Deming cycle [31]: establish an improvement
plan, implement the new process, measure the changed
process, and analyze the effect of the implemented changes
[43], [49], [56], [80].

The Capability Maturity Model (CMM) [76] is an early
attempt to guide organizations to increase their software
development capability and process maturity [15].
Although software and process measurement is an integral
part of the lower maturity levels (repeatable and defined)
and central for the managed level [75], the model only
suggests concrete measurements since the diversity of
project environments may evoke varying measurement
needs [74]. Similarly, the Capability Maturity Model
Integration (CMMI) [2], [113], [114] and ISO/IEC 15504
[35], [111] (also known as SPICE) propose various measure-
ments. The CMMI reference documentation, both for the
staged and the continuous representation [113], [114],
provides measurement suggestions for each process area
as an informative supplement to the required components
of the model. The ISO/IEC 15504 standard documentation
[112], on the other hand, prescribes that the process
improvement has to be confirmed and defines a process
measurement framework. The informative part of the ISO
standard provides some rather limited examples of process
measures without showing how the measurement frame-
work is applied in practice.

A common characteristic of the above-mentioned im-
provement initiatives is their approach to identify the to-
be-improved processes: The actual processes are compared

against a set of “best practice” processes. In case of
significant divergences, improvement opportunities are
identified and the elimination of the differences constitutes
the actual process improvement [102]. This approach is
commonly referred to as top-down [102] or prescriptive
[80] improvement. In conceptual opposition to this idea are
the bottom-up [102] or inductive [80] approaches to
process improvement. The main principle of bottom-up
improvement is a process change driven by the knowledge
of the development organization and not by a set of
generalized “best practices” [102]. The Quality Improve-
ment Paradigm (QIP)/Experience Factory [7], [8] is one
instance in this category of improvement initiatives. As in
the prescriptive approaches, measurement to control
process change and to confirm goal achievement is a
central part of QIP.

2.2 Related Work

Gorschek and Davis present a conceptual framework for
assessing the impact of requirements process changes [167].
Their central idea is that the effect of a change in the
requirements process can be observed and measured at
different levels:

1. effort and quality of requirements related activities
and artifacts in the requirements phase,

2. project success in terms of meeting time, budget, and
scope constraints,

3. product success in terms of meeting both the
customers’ and the company’s expectations,

4. company success in terms of product portfolio and
market strategies, and

5. the influence on society.

Although these concepts are described from the per-
spective of requirements engineering, the essence of
evaluating a process change on different levels to under-
stand its impact more thoroughly is conveyable to software
process improvement in general.

By looking at the recent literature one can find several
endeavors to systematically collect and analyze the current
knowledge in software measurement.

Gomez et al. [48] conducted a SLR on measurement in
software engineering. The study considered, in total,
78 publications and tried to answer three questions: “What
to measure?” “How to Measure?” and “When to Measure?”
The criteria for inclusion in the review were that the
publication presents current and useful measurements. To
answer the first question, the study accumulated the
metrics based on entities where the measures are collected
and the measured attributes. The most measured entity was
“Product” (79 percent), followed by “Project” (12 percent)
and “Process” (9 percent), and the most measured attributes
were “Complexity” (19 percent), “Size” (16 percent), and
“Inheritance” (8 percent). The second question is answered
by identifying metrics that have been validated empirically
(46 percent), theoretically (26 percent), and both empiri-
cally/theoretically (28 percent). Furthermore, the measure-
ment focus, e.g., object-orientation, process, quality, was
analyzed. The answer for the third question, when to
measure, is presented by mapping the metrics onto the
waterfall lifecycle phases. The identified product metrics
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are found in the design (42 percent), development
(27 percent), maintenance (14 percent), testing (12 percent),
and analysis (5 percent) phases.

Bellini et al. [10] systematically reviewed the literature in
20 software engineering and information systems journals
with the aim of describing current and future trends in
software measurement. The study identifies and discusses
five key software measurement topics in the reviewed
literature: measurement theory, software metrics, develop-
ment and identification of metrics, measure collection, and
evaluation and analysis of measures. The authors conclude
that, besides traditional software measures like code
complexity and developer productivity, developments from
organizational studies, marketing, and human resources
management are gaining interest in the area of software
engineering/information systems due to the human-inten-
sive nature of software development. Measures used in
practice should be developed based upon a common
agreement on the relationship between the empirical object
of interest and its mathematical representation. Further-
more, for the practical analysis of measures, a more flexible
interpretation of the admissible transformations of mea-
surement scales is advocated.

Kitchenham and Charters [60] conducted a systematic
mapping study to describe the state-of-the-art in software
metrics research. The study assesses 103 papers published
between 2000 and 2005 and includes an analysis on their
influence (in terms of citation counts) on research. Kitchen-
ham concludes that papers presenting empirical validations
of metrics have the highest impact on metrics research
although she has also identified several issues with this
type of studies. For example, 5 out of 7 papers which
empirically validated the object-oriented metrics proposed
by Chidamber and Kemerer [26] included Lack of Cohesion
(LCOM) in the validation. Kitchenham and Charters [60]
pointed out that LCOM has been demonstrated to be
theoretically invalid [53] and that continuous attempts to
validate LCOM empirically therefore seem futile.

The aim of this SLR differs from the above reviews in
two aspects. First, the focus of this review is on measure-
ment of software process improvement initiatives, i.e., what
to measure, and is therefore more specific than the reviews
of Bellini et al. and Gomez et al. Second, this review also
investigates how the measures are used to evaluate and
analyze the process improvement. Given our different
focus, only 1 ([185]) of our 148 reviewed papers was also
covered by Bellini et al. [10]. Gomez et al. [48] did not report
the reviewed papers, which impedes a coverage assessment
with our SLR.

3 RESEARCH METHODOLOGY

In this section, we describe the design and the execution of
the SLR. Furthermore, we discuss threats to the validity of
this review. Fig. 1 outlines the research process we have used
and its steps are described in detail in the following sections.

The need for this systematic review (Step 1, Fig. 1) was
motivated in the introduction of this paper. In order to
determine if similar work had already been performed, we
searched the Compendex, Inspec, and Google Scholar digital
libraries.1 We used the following search string to search

within keywords, title and abstracts, using synonyms for
“systematic review” defined by Biolchini et al. [30]:

((SPI OR “Software process improvement”) AND (“systema-
tic review” OR “research review” OR “research synthesis”
OR “research integration” OR “systematic overview” OR
“systematic research synthesis” OR “integrative research
review” OR “integrative review”))

None of the retrieved publications (see [104]) were
related to our objectives which are expressed in the research
questions (Step 2). The research questions (Table 1) define
what should be extracted from the selected publications
(see Section 3.4). For example, RQ1 pertains to how the
success (or failure) of SPI initiatives is evaluated, that is, to
methods which show the impact of the initiative. Note that
with “evaluation strategy” we do not refer to SPI appraisals
such as CBA-IPI [32], SCE [21], or SCAMPI [116], where the
organization’s maturity is assessed by its conformity to a
certain industrial standard [47]. We rather aim to identify
the evaluation strategies which are used to effectively show
the impact of a process change.

RQ3 investigates the measurement perspectives from
which SPI initiatives are evaluated. The perspectives (project,
product, and organization) are an abstraction based on the
identified metrics from RQ2. Finally, RQ4 aims to elicit factors
which may impede an accurate evaluation of the initiative.

The aim of the review protocol (Step 3) is to reduce
potential researcher bias and to permit a replication of the
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review in the future [61]. The protocol was evaluated (Step 4)
by an independent researcher with experience in conduct-
ing systematic reviews. According to his feedback and our
own gathered experiences during the process, we iteratively
improved the design of the review. A summary of the final
protocol is given in Sections 3.1 to 3.5.

3.1 Search Strategy

We followed the process depicted in Fig. 2 for the
identification of papers. Fig. 3 shows the selected databases
and the respective number of publications that we retrieved
from each.

From our research questions we derived the keywords
for the search. The search string is composed by the terms
representing the population AND intervention (Table 2).

In order to verify the quality of the search string, we
conducted a trial search on Inspec and Compendex. We
manually identified relevant publications from the journal
“Software Process: Improvement and Practice” (SPIP) and
compared them with the result-set of the trial search. The
search string captured 24 out of 31 reference publications.
Three papers were not in the result-set because Inspec and
Compendex did not index, at the time of the search,2 issues
of SPIP prior to 1998. In order to capture the remaining four
publications we added the term “result*” to the search string.

Due to the high number of publications we had to handle
(10,817, see Fig. 3) we decided to use a reference manage-
ment system. We opted for Zotero,3 mainly due to its
integrated capability to share and synchronize references.

3.2 Study Selection Criteria

The main criterion for inclusion as primary study is the
presentation of empirical data showing how the discussed
SPI initiative is assessed and therefore answering the
research questions (Table 1). Both studies conducted in
industry and in an academic environment are included.
Since the focus of this review is the measurement and
evaluation of SPI (see our research questions in Table 1),
general discussions on improvement approaches and
comparisons of frameworks or models were excluded. For
the same reason, descriptions of practices or tools without
empirical evaluation of their application were also not
considered. Furthermore, we excluded reports of “lessons

learned” and anecdotal evidence of SPI benefits, books,
presentations, posters, and non-English texts.

3.3 Study Selection Procedure

The systematic review procedure was first piloted (Step 5) in
order to establish a homogeneous interpretation of the
selection criteria among the four researchers which con-
ducted the review. The selection criteria were applied on
the title and abstract, and if necessary, on the introduction
and conclusion of the publication. For the pilot, we
individually assessed 50 randomly selected publications
from a search conducted in Inspec and Compendex. The
Fleiss’ Kappa [40] value showed a very low agreement (0.2)
among the review team. We conducted a postmortem
analysis to unveil the causes for the poor result. As a main
reason we identified the imprecise definition of the
selection criteria and research questions on which the
decision for inclusion was mainly based. After a refinement
of these definitions, we conducted a second pilot on
30 randomly selected publications from a search in
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SCOPUS. Furthermore, we introduced an “Unsure” cate-
gory to classify publications that should be assessed by all
researchers until a consensus was reached. Fleiss’ Kappa
increased to a moderate agreement (0.5), and, after that, the
“Unsure” publications were discussed, the interrater
agreement improved to 0.7 (substantial agreement accord-
ing to Landis and Koch [65]), which we considered an
acceptable level to start the selection procedure. Fig. 3
illustrates in detail how the publications retrieved from the
databases were reduced to the final primary studies (Step 6) on
which we applied the data extraction.

As can be seen in Fig. 3, from the 10,817 retrieved papers,
we first discarded duplicates (by ordering them alphabeti-
cally by their title and authors) and studies not published in
the English language. After applying the inclusion/exclu-
sion criteria, a total of 6,321 papers were found not to be
relevant and for 234 publications we were not able to obtain
a copy of the text. This diminished the pool of papers for
full-text reading to 362 papers. In the final pool of primary
studies, 148 papers remained after filtering out studies that
we found to be irrelevant after assessing the full-text and
those that reported on the same industry case studies.

3.4 Data Extraction

Similarly to the study selection, we distributed the work-
load among four researchers. The 148 publications accepted
for data extraction (Step 7) were randomly assigned to the
extraction team (37 publications for each member).

We performed the data extraction in an iterative manner.
Based on the experiences reported by Staples and Niazi
[99], we expected that it would be difficult to establish a
priori an exhaustive set of values for all the properties. We

therefore prepared an initial extraction form with the
properties listed in Table 3, which shows also the mapping
to the respective research questions answered by the
property. For properties P1, P2, P3, and P5 a list of expected
values was established, whereas properties P4, P6, and P7
should be extracted from the studies. Before starting the
second iteration, we reviewed the compiled extraction
forms in joint meetings and consolidated the extracted data
into the categorization given in Sections 3.4.1 to 3.4.7. In a
second data extraction iteration, we confirmed the estab-
lished categorization and used it for data synthesis (Step 9)
and drawing conclusions (Step 10).

3.4.1 Research Method (P1)

We categorized the studies according to the applied
research method. Our initial strategy for the categorization
was simple and straightforward: extract the mentioned
research method without interpreting the content of the
study. However, we discovered two issues with this
approach. First, the mentioned research methods were
inconsistent, i.e., one study fulfilled our understanding of a
“Case study” while another did not. Second, the research
method was not mentioned at all in the paper.

Therefore, we defined the following categories and
criteria to classify the studies consistently:

. Case study if one of the following criteria applies:

- The study declares one or more research
questions which are answered (completely or
partially) by applying a case study [34], [109].

- The study empirically evaluates a theoretical
concept by applying it in a case study (without
necessarily explicitly stating research questions,
but having a clearly defined goal [109]).

. Industry report if the focus of the study is directed
toward reporting industrial experiences without
stating research questions or a theoretical concept
which is then evaluated empirically. Usually these
studies do not mention any research method
explicitly. Therefore, instead of creating a category
“N/A” (research method is not applicable), we
added this category as it complies with the “Project
monitoring” method described by Zelkowitz and
Wallace [109].

. Experiment if the study conducts an experiment
[34], [109] and clearly defines its design.
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. Survey if the study collects quantitative and/or
qualitative data by means of a questionnaire or
interviews [34], [82], [94].

. Action research if the study states this research
method explicitly [29], [34].

. Not stated if the study does not define the applied
research method and it cannot be derived or
interpreted from reading the paper.

3.4.2 Context (P2)

We categorized the studies into industry and nonindustry

cases. The industry category contains studies in which the

research was performed in collaboration or embedded

within industry. The nonindustry category is comprised of

studies which were performed in an academic setting or for
which the research environment was not properly described.

For industrial studies we extracted the company size

following the European Recommendation 2003/361/EC

[118], the customer type (internal or external to the

company) of the developed product, the product type

(pure software or embedded), and the application domain.

Furthermore, the number of projects in which the SPI
initiative was implemented and the staff-size was recorded.

Based on this information, we assessed the study quality
from the perspective of the presented research context (see

QA4 in Table 5 in Section 3.5).

3.4.3 SPI Initiative (P3)

We categorized the studies according to the presented SPI

initiative as follows:

. Framework. This group contains frameworks/mod-
els like CMM, international standards like ISO/IEC
15504 (SPICE) and business management strategies
like Six Sigma. For the analysis, we further broke
down this category into:

- Established frameworks—CMM, CMMI, ISO/
IEC 15504 (SPICE), Six-Sigma, PSP, TSP, QIP,
TQM, IDEAL, PDCA.

- Combined frameworks—two or more estab-
lished frameworks are used in combination to
implement the SPI initiative.

- Derived frameworks—an established frame-
work is extended or refined to fulfill the specific
needs.

- Own framework—the study proposes a new
framework without reference to one of the
established frameworks.

- Limited framework—the framework targets
only a specific process area.

. Practices. Software engineering practices which can
be applied in one or more phases of the software
development life-cycle (e.g., inspections, test-driven
development, etc.).

. Tools. Software applications that support software
engineering practices.

3.4.4 Success Indicator and Metric (P4)

From the inspected studies, we extracted the metrics which

were used to measure the described SPI initiative. In order

to get an overview of what is actually measured, the metrics
were categorized according to “success indicators.” We did
not define the classification scheme a priori but it emerged
and evolved during the data extraction (it was stabilized
after the first iteration of the data extraction).

We use the term “success indicator” in order to describe
the improvement context in which the measurement takes
place. Therefore, a “success indicator” is an attribute of an
entity (e.g., process, product, organization) which can be
used to evaluate the improvement of that entity. The
categories of success indicators are shown in Section 4.3
(Table 8). The identified metrics were categorized as in the
following example: 1) The metric “Number of defects found
in peer reviews” is mapped to the “Process quality”
category as it describes the effectiveness of the peer review
process (e.g., [143], [160], [228]). 2) The metric “Number of
defects identified after shipment / KLOC” (e.g., [140], [143],
[229]) is mapped to the “Product quality” category as the
object of study is the product itself and not the processes
from which the product originates.

The categorization of the metric is dependent on the
context of the study. The use of the metric is interpreted by
understanding which attribute is actually measured and
with which intention. In some cases, this was not possible
due to missing information in the description of the metric.
For example, the “Defects” category contains those defect
metrics for which the given information could not be used
to justify a classification into one of the predefined quality
categories (neither product nor process).

3.4.5 Measurement Perspective (P5)

We use the concept of “measurement perspective” to define
and categorize how the improvement is being assessed.
Concretely, a measurement perspective describes the view
on the improvement, i.e., which entities are measured in
order to make the change visible in either a quantitative or
qualitative manner. We derived from which measurement
perspective an initiative is evaluated by interpreting the
metrics which were described in the study and from
the attributes they are supposed to measure. We defined
the following measurement perspectives based on the five
software entity types proposed by Buglione and Abran [20]
(the entity types process, project, and resources were
bundled under the project perspective due to the difficulty
in consistently interpreting the measures identified in the
reviewed studies and to avoid miscategorization):

. Project perspective. The measurement is conducted
during the project where the SPI initiative takes
place. Examples of metrics that are used to measure
from this perspective are productivity during the
development phase, defect rates per development
phase, etc. These measures assess the entity types
process, project, and resources.

. Product perspective. The evaluation of the SPI
initiatives’ impact is conducted by measuring the
effect on the delivered products. An example of a
metric that is used to measure from this perspec-
tive is the number of customer complaints after
product release.

. Organization perspective. The measurement and
evaluation of the SPI initiatives’ impact is conducted
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organization-wide. An example of a metric that is
used to measure from this perspective is return on
investment. Other qualitative measurements such as
employee satisfaction and improved business op-
portunities are also measured from this perspective.

3.4.6 Evaluation Strategy (P6)

During the first iteration of the data extraction, we
discovered that many publications do not describe or
define the adopted evaluation strategy explicitly. To solve
this problem, we established a categorization of evaluation
strategies based on their common characteristics (see
Section 4.2, Table 7). The categorization grew while
extracting the data from the studies and was consolidated
after the first iteration of the process. In some cases, we
could not identify an evaluation strategy and the publica-
tion was categorized as “Not Stated.”

3.4.7 Confounding Factors (P7)

In the context of experimental design, Wohlin et al. [108]
defined confounding factors as “variables that may affect the
dependent variables without the knowledge of the research-
er.” They represent a threat to the internal validity of the
experiment and to the causal inferences that could be drawn
since the effect of the treatment cannot be attributed solely to
the independent variable. As shown in Fig. 4, both

independent variables (treatments) and confounding factors
represent the input to the experiment and the assessment
validity of the dependent variables (effects) is threatened [77].

Assuming that in the evaluation of software process
improvements the change is assessed by comparing in-
dicators which represent an attribute before and after the
initiative has taken place, it is apparent that the problem of
confounding factors, as it is encountered in an experimental
setting, is also an issue in the evaluation of SPI initiatives.
We argue therefore that it is of paramount importance to
identify potential confounding factors in the field of
software process improvement.

Kitchenham et al. [63] identified several confounding
factors in the context of the evaluation of software
engineering methods and tools through case studies (see
Table 4). Similarly, we extracted from the reviewed
publications any discussion that addresses the concept of
confounding factors in the context of SPI initiatives and, if
given, the chosen remedies to control the issues.

3.5 Study Quality Assessment

The study quality assessment (Step 8) can be used to guide the
interpretation of the synthesis findings and to determine
the strength of the elaborated inferences [61]. However, as
also experienced by Staples and Niazi [99], we found it
difficult to assess to which extent the authors of the studies
were actually able to address validity threats. Indeed, the
quality assessment we have performed is a judgment of
reporting rather than study quality. We answered the
questions given in Table 5 for each publication during the
data extraction process.

With QA1, we assessed if the authors of the study clearly
state the aims and objectives of the carried out research.
This question could be answered positively for all of the
reviewed publications. With QA2, we asked if the study
provides enough information (either directly or by referen-
cing to the relevant literature) to give the presented research
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the appropriate context and background. For almost all
publications (98 percent) this could be answered positively.
QA3 was checked with “Yes” if validity threats were
explicitly discussed, adopting the categorization proposed
by Wohlin et al. [107]. The discussion on validity threats of
an empirical study increases its credibility [78]. A conscious
reflection on potential threats and an explicit reporting of
validity threats from the researcher increases the trust-
worthiness of and the confidence in the reported results.
Therefore, if the study just mentioned validity threats
without properly explaining how they are identified or
addressed, the question was answered with “Partially.” The
result of QA3 confirms the observation in [98] that in
empirical studies the scope of validity is scarcely discussed.
QA4 was answered with “Yes” if we could compile the data
in the context property of the data extraction form to a
major degree (see Section 3.4.2). As was pointed out by
Petersen and Wohlin [79], context has a large impact on the
conclusions that are drawn from the evidence in industrial
studies. However, 51.7 percent of the reviewed studies did
not, or only partially, describe the context of the research.
With QA5, we assessed if the outcome of the research was
properly documented. As with QA1, this questions could be
answered positively for all (except one) study.

3.6 Validity Threats

We identified three potential threats to the validity (Step 11) of
the systematic review and its results.

3.6.1 Publication Bias

Publication bias refers to the general problem that positive
research outcomes are more likely to be published than
negative ones [61]. We regard this threat as moderate since
the research questions in this review are not geared toward
the performance of a specific software process improve-
ment initiative for the purpose of a comparison. The same
reasoning applies to the threat of sponsoring in which
certain methods are promoted by influential organizations
[61] and negative research outcomes regarding this method
are not published. We did not restrict the sources of
information to a certain publisher, journal, or conference
such that it can be assumed that the breadth of the field is
covered sufficiently. However, we had to consider the
tradeoff of considering as much literature as possible and,
at the same time, accumulating reliable information. There-
fore, we decided not to include gray literature (technical
reports, work in progress, unpublished, or not peer-
reviewed publications) [61].

3.6.2 Threats to the Identification of Primary Studies

The strategy to construct the search string aimed to retrieve
as many documents as possible related to measurement and
evaluation of software process improvements. Therefore,
the main metric to decide about the quality of the search
string should be the recall of the search result. Recall is
expressed as the ratio of the retrieved relevant items and all
existing relevant items [92]. Since it is impossible to know all
existing relevant items, the recall of the search string was
estimated by conducting a pilot search as described in
Section 3.1. This showed an initial recall of 88 percent, and
after a refinement of the search string, a recall of 100 percent.

Although the search string was exercised on a journal (SPIP)
of high relevance for this systematic review, the threat of
missing relevant articles still exists. Inconsistent terminol-
ogy, in particular in software measurement research [45], or
use of different terminology with respect to the exercised
search string (see Table 2) may have biased the identification
of primary studies.

Precision, on the other hand, expresses how well the
search identifies only relevant items. Precision is defined as
the ratio of retrieved relevant items and all retrieved items
[92]. We did not attempt to optimize the search string for
precision. This is clearly reflected by the final, very low,
precision of 2.2 percent (considering 6,683 documents after
the removal of duplicates and 148 selected primary studies).
This is, however, an expected result since recall and
precision are adversary goals, i.e., the optimization to
retrieve more relevant items (increase recall) implies
usually a retrieval of more irrelevant items too (decrease
precision) [86]. The low precision itself represents a
moderate threat to the validity of the systematic review
since it induced a considerably higher effort in selecting the
final primary studies. We addressed this threat as explained
in Section 3.6.3.

We followed two additional strategies in order to further
decrease the probability of missing relevant papers. First,
during the testing of the search string (see Section 3.1), we
discovered that the bibliographic databases (Inspec and
Compendex) did not index studies published in Software
Process: Improvement and Practice prior to 1998. Therefore, we
decided to include a third bibliographic database (SCOPUS)
and also individual publishers in the data sources (IEEE
Explore and ACM Digital Library). This led to a high
number of duplicates (3,893), which we could, however,
reliably identify by sorting the documents alphabetically by
their title and authors. Second, the systematic review design
was assessed for completeness and soundness by an
independent researcher with experience in conducting
systematic literature reviews.

We could not retrieve the full-text for 234 studies within
the scheduled time-frame for the systematic review. This,
however, represents a minor threat since this set, recalling
the retrieval precision of 2.2 percent, would have contained
approximately only five relevant studies.

3.6.3 Threats to Selection and Data Extraction

Consistency

Due to the scope of the systematic review, we had to
develop efficient (in terms of execution time) and effective
(in terms of selection and data extraction consistency)
strategies. One of the main aims of defining a review
protocol is to reduce researcher bias [61] by defining explicit
inclusion/exclusion criteria and a data extraction strategy.
A well-defined protocol increases the consistency in
selection of primary studies and in the following data
extraction if the review is conducted by multiple research-
ers. One approach to further increase the validity of the
review results is to conduct selection and data extraction in
parallel by several researchers and cross-check the outcome
after each phase. In the case of disagreements they should
be discussed until a final decision is achieved. Due to the
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large amount of initially identified studies (10,817) we
found this strategy impossible to implement within the
given time-frame. Therefore, as proposed by Brereton et al.
[16] and illustrated in Sections 3.3 and 3.4, we piloted the
paper selection and data extraction and improved the
consensus iteratively. By piloting we addressed two issues:
First, the selection criteria and the data extraction form were
tested for appropriateness, e.g., are the inclusion/exclusion
criteria too restrictive or liberal, should fields be added or
removed, are the provided options in the fields exhaustive?
Second, the agreement between the researchers could be
assessed and discrepancies streamlined, e.g., by increasing
the precision of the definitions of terms. Although it can be
argued that this strategy is weaker in terms of consistency
than the previously mentioned cross-checking approach, it
was a necessary tradeoff in order to fulfill the schedule and
the targeted breadth of the systematic review.

In order to assess data extraction consistency, we
performed a second extraction on a randomly selected
sample of the included primary studies. Each researcher
extracted data from 15 papers, which is slightly more than
10 percent of the total number of included studies and
approximately 50 percent of the studies each researcher was
assigned in the first extraction.

Table 6 shows the Fleiss’ Kappa [40] value of each
property that was extracted from the primary studies. The
interrater agreement denotes thereby the data extraction
consistency between the researchers. The intrarater agree-
ment gives an indication of the repeatability of the process
(the second extraction was performed 18 months after the
original one).

Landis and Koch [65] propose the following interpreta-
tion for Fleiss’ Kappa: Almost excellent (1.0-0.81), Sub-
stantial (0.80-0.61), Moderate (0.60-0.41), Fair (0.40-0.21),
Slight (0.20-0), and Poor (<0).

The analysis shown in Table 6 indicates that in properties
P5 and P7 we achieved only slight, respectively, poor
agreement in the data extraction validation. A potential
reason for this result on property P7 may be that
confounding factors are not explicitly mentioned in the
selected primary studies and are therefore difficult to
identify. In rare cases, confounding factors are mentioned
in the validity threats of the study (e.g., [140]) or, more
frequently, in the results discussion (e.g., [146], [219]). A
consistent extraction of property P7 is therefore rather
challenging and may be biased.

We agreed, however, on the identified confounding
factors (P7) and the measurement perspective (P5) categor-
ization as, after the original data extraction, all involved
researchers jointly discussed the results until a consensus
was reached. Hence, we are confident that the reported
results in Sections 4.4 and 4.5 are internally consistent.

4 RESULTS AND ANALYSIS

A total of 148 studies discuss the measurement and
evaluation of SPI initiatives. Prior to presenting the results
and analysis for each research question we give a short
overview of the general characteristics of the studies.

4.1 Overview of the Studies

4.1.1 Publication Year

The reviewed papers were published between 1991 and
2008. A first increased interest in evaluating SPI initiatives
appears in the period between 1998 and 2000 (35, 24 percent).
A second spike can be observed between 2005 and 2008 (55,
37 percent). This seems to indicate an increased interest in
SPI and success measurement, pointing to the relevance of
the area. In addition, as a substantial part of the publications
fall within a period of four years before this review was
conducted (2008), it increases the likelihood for the results of
the studies being relevant, elevating the potential value
obtained in this systematic review.

4.1.2 Research Method

The inspected publications were classified according to the
applied research methods as defined in Section 3.4.1. Case
studies (66, 45 percent) and industry reports (53, 36 percent)
constitute a clear majority of the studies, followed by
experiments (8, 5 percent), surveys (7, 4 percent), action
research (1, 1 percent), and a combination of action
research and experiment (1, 1 percent). Also interesting
to observe is that the lack of an adequate description of the
applied research methodology prevented a categorization
(12, 8 percent).

4.1.3 Study Context

The study settings were categorized in industry and
nonindustry cases (see Section 3.4.2). The majority of the
papers (126, 85 percent) are situated in the industry
category, indicating that the results obtained from this
review are based on realistic settings.

Remarkably about 50 percent of the industry studies do
not provide any information on the size of the organization
where the research was carried out. The fact that consider-
able research effort exists to explore how to introduce
software process improvement into small and medium
sized companies [91], [115], suggests that company size and
the available resources should be taken into account when
choosing and embarking on an SPI initiative. Omitting that
information therefore debilitates the judgment if such an
initiative is feasible in a different setting [79]. In those
studies which reported the organizations size, large
(> 250 employees) organizations dominate (34, 27 percent)
over medium (13, 10 percent), or small (< 50 employees)
organizations (13, 10 percent). Many publications provide
the name of the company, but they seldom provide its size
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in terms of the number of employees. For well-known
organizations, this could be due to the fact that the authors
consider this information as obvious. Another reason could
be that the information was not considered as important to
report. Furthermore, confidentiality concerns are not a
valid argument for omitting context information since it is
possible to anonymize the published data [90]. Indeed,
there are several reasons why context information such as
size, not only of the organization, but also of the unit under
study can be considered as crucial. Consider, for example,
“A Practical View of Software Measurement and Imple-
mentation Experiences within Motorola” [143]. The paper
does not mention the size of the company. Since Motorola
is a well-known company, it is possible to get the
information about Motorola’s size (at the end of 2008 it
had 64,000 employees [117]). Even if the organizations’ size
at the publication date of the study (1992) would be known,
it is still difficult to judge the scope of SPI implementation
since the paper does not specify the size of nor in which
business units the SPI initiative was implemented.

In order to improve context documentation, future SPI
research should consider to adopt the guidelines developed
by Petersen and Wohlin [79].

4.1.4 Identified SPI Initiatives

Fig. 5 shows the distribution of the SPI initiatives according
to the definition given in Section 3.4.3. A detailed list of all
identified initiatives can be found in the extended material
of the systematic review (see [104]). Combinations of SPI
initiatives (e.g., a certain practice was applied in the context
of a framework) are recorded explicitly. The “Framework”
category is predominant (91, 61 percent), followed by
“Practices” (29, 20 percent) and “Tools” (9, 6 percent).

The scope of this systematic review is to capture any
kind of process improvement initiative and their respective
approaches to evaluate it. The holistic approach is
captured by the “Framework” category, while the initia-
tives targeted at a limited or specific area of software
development are represented by the “Practices” and
“Tools” categories. Adding up the latter categories (i.e.,

the categories “Practices”, “Tools,” and “Practices+Tool”
sum up to 42) shows that compared to frameworks
(91 studies), they are underrepresented. This suggests that
it is less common to measure and evaluate the impact of
practices and tools in the context of software process
improvement research.

Fig. 6 shows the distribution of the established frame-
works. It is of no surprise that CMM is the most reported
framework (42, 44 percent) since it was introduced almost
20 years ago. The influence of the Software Engineering
Institute (SEI) can be seen here, which is also the sponsor of
the CMMI, Team and Personal Software Process (TSP/PSP),
and IDEAL. SPICE (ISO/IEC 15504) and BOOTSTRAP,
software process improvement and assessment proposals
originating in Europe are rather underrepresented. We
extracted the geographic location from the papers where the
authors explicitly stated the study was conducted. Looking
at the studies on CMM, North America is represented 15
and Europe 9 times. On the other hand, none of the studies
on SPICE were conducted in North America. Considering
that of all the 27 identified SPI initiatives studies were
located in North America and 38 in Europe, this may
indicate the existence of a locality principle, i.e., that
companies adopt SPI initiatives developed in their geo-
graphic vicinity.

However, since the focus of the research questions is to
elicit evaluation strategies and measurements in SPI
initiatives, the conclusion that SPICE is generally less
commonly used in industry cannot be drawn from the
picture; it rather means that the evaluation strategies and
measurements used in SPICE are less frequently reported
by the scientific literature.

In the following sections, we answer the research
questions stated in Table 1, Section 3.

4.2 Types of Evaluation Strategies Used to Evaluate
SPI zinitiatives (RQ1)

4.2.1 Results

The purpose of this research question was to identify the
evaluation strategies that are applied to assess the impact of
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an SPI initiative. As stated in Section 3.4.6, we categorized
the strategies according to their common characteristics and
established seven categories (see Table 7). The strategies are
discussed in more detail in Section 4.2.2. The predominant
evaluation strategy that we identified was “Pre-Post Com-
parison” (72, 49 percent), followed by “Statistical Analysis”
(23, 15 percent). We encountered also papers where we could
not identify an evaluation strategy (21, 14 percent). They
were, however, included in the review as they provided data
points relevant to the other research questions.

4.2.2 Analysis and Discussion

“Pre-Post Comparison” is the most common evaluation
strategy. However, the validity of this strategy, in terms of
whether the assessed results are in causal relationship with
the SPI initiative, is rarely discussed (see Section 3.4.7 for a
more detailed discussion).

Most of the identified evaluation strategies are not
specifically designed for evaluating the outcome of SPI
initiatives. However, an exception is given by the Philip
Crosby Associates’ Approach, which explicitly suggests what
to evaluate [27]. The majority of the evaluation strategies
found are very generic in nature and different organizations
applied those methods for measuring different success
indicators based on the organizational needs and contexts.
This indicates that there is a shortcoming in the used methods
to evaluate the outcome of SPI initiative in a consistent and
appropriate way, and supports the demand [186] for a
comprehensive measurement framework for SPI.

Pre-Post Comparison. The outcome of SPI initiatives is
evaluated by comparing the success indicators’ values

before and after the SPI initiatives took place. Hence, for
the “Pre-Post Comparison” of success indicators it is
necessary to set up a baseline from which the improve-
ments can be measured [89]. The major difficulty here is to
identify reasonable baseline values. One strategy could be
to use the values from a very successful project or product
(either internal or external to the organization) and bench-
mark the improvement against those. Accordingly, the
baseline would represent the target that is aimed for in the
improvement. Benchmarking in this way is useful if no
historical data of successful projects or products are
available. However, the performance of the improvement
initiative cannot be deduced by comparing against a target
baseline since the previous status is unknown and therefore
the target may merely serve as an indication. Therefore, for
evaluating the effect of improvement initiatives, historical
data against which the actual performance can be compared
is essential. An example that illustrates how a baseline for
organizational performance can be constructed is given by
Paulish and Carleton [219]. Organizations with an estab-
lished measurement program will have less difficulty in
establishing a baseline than organizations with a newly
instantiated or even a not-yet-started program [219].

Baselines are also essential in statistical process control
(SPC) where the variation of a specific process attribute
relative to a baseline is interpreted as instability and
therefore a possible cause of quality issues of the resulting
product. Hollenbach and Smith [178] exemplify the estab-
lishment of baselines for SPC. Furthermore, the statistical
techniques presented by Henry et al. [176] can be used to
create baselines of quality and productivity measurements.
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Statistical Analysis and Statistical Process Control.

Statistical analysis includes descriptive statistics where data
are summarized numerically (e.g., mean, median, mode) or
graphically (e.g., charts and graphs). Statistical analysis can
also be done by inferential statistics by drawing inferences
about the larger population through hypothesis testing,
estimates of numerical characteristics (estimation), descrip-
tions of association (correlation), or modeling of relation-
ships (regression). One application of statistical techniques
is to strengthen the validity of the collected measurements
[88]. Another common application is found in SPC which
aims at measuring and analyzing the variation in processes.
Time series analysis, as promoted by SPC, can provide
information when an improvement should be carried out
and determine the efficacy of the process changes [22].

As proposed by Henry et al. [176], several statistical
techniques can be applied to evaluate the effectiveness of
software process improvement in terms of increased
estimation accuracy, product quality, and customer satis-
faction. The described methods are multiple regression,
rank correlation, and chi-square tests of independence in
two-way contingency tables, which, when applied repeat-
edly over time, can show the effectiveness of process
improvements statistically [176]. However, care must be
taken when applying these techniques since a single
method alone may not show the true impact of the initiative
and wrong conclusions could be drawn [176]. Furthermore,
Henry et al. [176] objected that in some cases the process
improvement must be very effective in order to show
significant alterations in the statistical evaluation results.
Statistical methods are also used to assess process stability,
which is regarded as an important aspect of organizational
capability [234]. In order to evaluate stability, the authors
propose trend, change, and shape metrics which can be
used in the short and long term and are analyzed by visual
inspection of the data summarized by descriptive statistics
(e.g., histograms and trend diagrams).

Ramil and Lehman [223] discuss the assessment of
process improvement from the viewpoint of software
evolution. The authors propose a statistical technique to
determine whether productivity (or any other process or
product attribute) changes significantly over a long period
of time. The aim of the presented CUSUM (cumulative sum)
test is to systematically explore data points which highlight
changes in the evolutionary behavior. Although this can
also be done by visual inspection of trends (as was
proposed by Schneidewind [234]), a change detection
algorithm is considered as less error-prone and is particu-
larly useful when assessing the impact of process improve-
ment initiatives and when analyzing whether the
performance of processes has changed [223].

An interesting approach to address the issue of certain
confounding factors using statistical techniques is presented
by Schalken et al. [233]. The authors illustrate how Cost-
Model Comparison, based on a linear regression equation,
can account for the factor of project size when evaluating
the effect of a process improvement on productivity (the
same method is also proposed by Alagarsamy et al. [124]).
A second issue, namely, the comparison of projects from
different departments to assess productivity improvement,
is addressed by the Hierarchical Model Approach. Projects

originating from different departments in an organization
are not directly comparable since they are either specialized
on a group of products, a specific technology, or have
employees with different skills [233]. Both the Cost-Model
Comparison and the Hierarchical Model Approach can be
used to prevent erroneous conclusions about the impact of
the process improvement initiative by considering context.
Unfortunately, as we have shown in Section 4.1.3, the
context in which the improvement initiatives are evaluated,
is seldom presented completely. It is therefore difficult to
judge in such cases if the reported improvement can be
attributed to the initiative.

Survey. In the context of this work, a survey is defined as
any method to collect, compare, and evaluate quantitative or
qualitative data from human subjects. A survey can be
conducted by interviews or questionnaires, targeting em-
ployees affected by the process improvement initiative or
customers of the organization. Surveys can be an effective
mean to assess the changes introduced in an improvement
effort since, after all, the development of software is a
human-intensive task. The feedback provided by employees
can therefore be used to improve understanding of the
effects caused by the introduced changes and to steer future
improvements. Gathering information from customers, on
the other hand, can provide insight on how the improve-
ment affects the quality of products or services as perceived
by their respective users. This can be valuable to assess
external quality characteristics, such as integrity, reliability,
usability, correctness, efficiency, and interoperability [39],
which otherwise would be difficult to evaluate. The analysis
of the improvement participants’ feedback can be valuable if
historical data for comparison is not available or if its
quality/completeness limits the evaluability of the improve-
ment. A systematic method to assess the effects caused by an
improvement initiative is described by Pettersson et al. [80].
The approach can be useful if no or only limited historical
data are available to construct a baseline which can serve as
a reference point for the improvement evaluation. The
postevaluation is based on the expert opinion of the directly
involved personnel which compares the improved process
with the previous one. This lightweight process improves
the visibility on the effects of the undertaken improvement
initiative and also provides information on how the change
was experienced by the involved roles. The method could be
enhanced by integrating the concept of “contribution
percentages,” as was proposed by van Solingen [252]. The
idea is to let the experts assess how much the initiative
actually contributed to the improvement, i.e., provide the
possibility to express that only a fraction of the change is
attributable to the initiative and other factors have also
contributed to the enhancement. Such an approach could
also support the identification of potential confounding
factors (see Section 4.5).

Besides by the expert opinion of employees, it is also
possible to evaluate the effects of the improvement by
querying customers. Quality of service surveys could be sent
periodically to customers, illustrating the effects of the
adapted or new process from the customer perspective [207].

Cost-Benefit Analysis. Evaluating an improvement
initiative with a cost-benefit measure is important since
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the allocated budget for the program must be justifiable in
order not to risk its continuation [62], [252]. Furthermore, it
is necessary to avoid loss of money and to identify the most
efficient investment opportunities [252]. When assessing
cost, organizations should also consider other resources
than pure effort (which can be relatively easily measured),
e.g., office space, travel, computer infrastructure [252],
training, coaching, additional metrics, additional manage-
ment activities, process maintenance [151]. Activity Based
Costing helps to relate certain activities with the actual
spent effort [151]. Since cost and effort data can be collected
in projects, they must not be estimated [151]. On the other
hand, the values obtained thereby are still an approxima-
tion and estimations of both costs and benefits are
inevitable [252]. Since it is usually enough to know the
ROI’s relative value (positive, balanced, or negative),
perfect accuracy is not required as long as the involved
stakeholders agree on the procedure how to assess it [252].
Direct benefits and especially indirect and intangible
benefits are best assessed by multiple stakeholders [252];
some of the difficult to quantify benefits are: customer
satisfaction, improved market share due to improved
quality, reduced time-to-deliver and accuracy, feature-cost
reduction, opportunity costs, reduced maintenance in
follow-up projects, better reusability, employee satisfaction,
increased resource availability [151]. A useful technique to
support the estimation is the so-called “what-if-not”
analysis [252]. Project managers could be asked to estimate
how much effort was saved due to the implemented
improvement in follow-up projects. The saved effort would
then be accounted as a benefit. Another strategy would be
to estimate the “worth” of a certain improvement, e.g.,
asking managers how many training days would they
invest to increase employee motivation and quantify the
cost of such a training program [252].

Philip Crosby Associates’ Approach. This method is
derived from Philip Crosby’s Cost of Quality idea [27]. It is
based on distinguishing the cost of doing it right the first
time (performance costs) from the cost of rework (non-
conformance costs). The cost of quality is determined by the
sum of appraisal, prevention, and rework costs [148]. The
improvement is evaluated by a reduction of rework costs
over a longer period of time (several years, as shown in
[148] and [149]). This method is similar to Cost-Benefit
Analysis but particularly tailored to software process
improvement evaluation.

Software Productivity Analysis Method (SPAM).

SPAM provides a way of defining productivity models
and evaluation algorithms to calculate the productivity of
all possible combinations of an observed phenomenon
(process, project size, technology, etc.) [18], [134].

4.3 Reported Metrics for Evaluating the SPI
Initiatives (RQ2)

4.3.1 Results

The purpose of this research was to identify the used metrics
and success indicators (see Section 3.4.4) in SPI evaluations.

Table 8 and Table 9 show the frequency of the identified
success indicators in the inspected studies. “Process
Quality” (57, 39 percent) was the most observed success

indicator, followed by “Estimation Accuracy” (56, 38 per-
cent), “Productivity” (52, 35 percent), and “Product Qual-
ity” (in total 47 papers, 32 percent, also considering those
from Table 10).

We differentiated the “Product Quality” success indica-
tors based on the ISO 9126-1 standard. The identified
studies are shown in Table 10. Two points have to be noted.
First, we added “Reusability,” which is not defined as a
product quality attribute by ISO 9126-1, to the quality
attributes. Furthermore, if the study did not explicitly state,
or sufficiently describe, which quality attribute is measured,
we mapped the study to the general “Product Quality”
category (see Table 8).

“Reliability” was the most observed success indicator for
the product quality characteristics, followed by “Maintain-
ability” and “Reusability.”

Table 11 shows the categorization of estimation accuracy
indicators. The “Others” category again contains estimation
accuracy metrics which could not be mapped to the specific
categories. “Schedule” (37, 25 percent) is by far the most
observed success indicator for estimation accuracy. On the
other hand, assuming that “Cost” can be expressed in terms
of “Effort” and vice versa, combining them shows that their
number of observations (35, 24 percent) is comparable to
that one of “Schedule.” “Size” (10, 7 percent), “Productiv-
ity,” and “Quality” (2 papers each, 1 percent) fall behind.

We also distinguished how customer satisfaction is
assessed (Table 9). Qualitative customer satisfaction is
largely assessed by questionnaires, while quantitative
customer satisfaction is recorded by objective measures
(e.g., New open problems = total new postrelease problems
opened during the month).

The “Other Qualitative/Quantitative Success Indicator”
categories contain indicators such as “Team morale,”
“Employee motivation,” or “Innovation” which were ex-
plicitly mentioned in the studies as indicators for improve-
ment but could not be mapped into the classification.

4.3.2 Analysis and Discussion

The main incentive behind the embarkment of an SPI
initiative is to increase quality and to decrease cost and
schedule [85], [100], [105]. In order to evaluate the success of
such an initiative, it is crucial to assess the improvement’s
effects. Table 8 and Table 9 list the success indicators we
identified in this systematic review. We mapped the
improvement goals of quality, cost, and schedule with
these success indicators:

. Quality (“Process Quality” & “Product Quality” &
“Other Quality Attributes”) was found in 92 papers,
62 percent.

. Cost (“Effort” & “Cost”) was found in 61 papers,
41 percent.

. Schedule (“Time-to-market”) was found in 27 papers,
18 percent.

This shows that quality is the most measured attribute,
followed by cost and schedule. Drawing an analogy with
the time-cost-performance triangle [4], [59], which reflects
that the three properties are interrelated and it is not
possible to optimize all three at the same time, the
unbalanced number in the identified success indicators
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suggests that this is also true for what is actually measured
in SPI initiatives.

Furthermore, in order to accurately calculate the finan-
cial benefits of an SPI initiative, it is necessary to take all
three attributes into account [85]. The low occurrence of
“return-on-investment” (22, 15 percent) as success indicator
suggests that it is seldom used to increase the visibility of
the improvement efforts. It has been shown, however, that
“return-on-investment” can be used to communicate the
results of an SPI initiative to the various stakeholders [87]
(see Section 4.2.2, Cost-Benefit Analysis for more in-depth
discussion about “return-on-investment”).

Product Quality. As shown in Table 10, we categorized
success indicators according to ISO 9126-1 product quality
attributes. The main incentive to analyze the success
indicators from this perspective is that those attributes
may have a different weight, depending on the stakeholder.
A developer may rate “Maintainability,” “Reusability,” and
“Portability” (internal quality attributes) higher than the
product’s customer. “Reliability,” “Usability,” “Functional-
ity,” and “Efficiency,” on the other hand, are the external
quality attributes of the product which are potentially more
important to the customer [12], [101]. The measurement of
internal quality attributes can be applied efficiently, with a

low error frequency and cost [101]. It is therefore of no
surprise that internal attributes are measured more fre-
quently than external ones (see Table 10). Interestingly,
“Reliability” is measured far more often as compared to the
other three external attributes. This is explained by looking
at the measures used in these studies to express “Relia-
bility,” which in the majority are based on product failures
reported by the customer and therefore relatively easy to
collect and evaluate. On the other hand, “Usability,” which
is considered as difficult to measure [13], [69], [95], is also
seldom assessed in the context of process improvement (see
Table 10).

Customer Satisfaction. Customer satisfaction can be
used to determine software quality [84] since it is commonly
considered as an accomplishment of quality management
[54]. An increased product quality could therefore also be
assessed by examining customer satisfaction. Nevertheless,
we identified only few papers (20, 14 percent) which use
qualitative means, and even fewer papers (7, 5 percent) in
which quantitative means are described to determine a
change in customer satisfaction (see Table 9). Although
measuring customer satisfaction by a questionnaire can
provide a more complete view on software quality, it is an
intrusive measurement that needs the involvement and
cooperation of the customer [68]. On the other hand,
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quantitative measurements as the number of customer
reported failures need to be put into relation with other,
possibly unknown, variables in order to be a valid measure
for software quality. A decrease in product sales, increased
knowledge of the customer on how to circumvent problems
or a shift in the user base can all cause a reduction in
reported failures, making the measurement of software
quality from this angle more complex [70].

Estimation accuracy. In Table 11 the success indicators
for estimation accuracy are shown. It is interesting that
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estimating quality seems very uncommon, although the
improvement of quality is one of the main interests of SPI
initiatives [50], [62], where quality is found to be the most
measured success indicator (Table 8). The identified quality
estimation metric instances cover process quality, e.g.,
actual/estimated number of Quality Assurance reviews
[205] and actual/estimated number of defects removed per
development phase [237]. Quality estimation metrics
should be given equal importance as the other estimation
metrics as they can be used to assess the stability of the
software process. On the other hand, “Schedule” (37,
25 percent) and “Cost and Effort” (34, 24 percent) represent
the bulk of the estimation accuracy measures. These two
factors may be presumed as important constraints during
the project planning [59] and are therefore preferably
selected for estimation.

Validity of measurements. Overall we extracted an
overwhelming list of metric instances from the publications.
However, many of the metric instances are actually
measuring the same attribute but in different measurement
units, e.g., defect density which is measured by taking the
number of defects over size, where size can be expressed in
either LOC, FP, etc. Even more interesting is that the
definition of basic measures deviates considerably. For the
success indicator “Productivity” there are examples where
the metric was defined as the ratio of effort over size [206],
[220], and conversely, as the ratio of size over effort [170],
[262]. Another example can be found for the metric “Defect
Density,” that is interpreted as “Process Quality” ([261]) but
classified as “Defect” in [227] and [231].

A potential reason for these inconsistencies can be the lack
of an acknowledged reference terminology for software
measurement by researchers and practitioners [45]. Impre-
cise terminology can lead to inadequate assessment, com-
parison, and reporting of measurement results and impede
learning [51] and therefore improvement. Besides the lack of
agreement on measurement terminology and concepts, there
exist doubts on the validity of certain measures. The poor
definition of measures leads to broad margins of interpreta-
tion as, for example, shown by Kaner and Bond [58] for the
reliability metric mean time to failure (MTTF). As pointed
out by Carbone et al. [24], it is necessary to better understand
the abstract concepts behind the measured quantities and to
construct precise operational definitions in order to improve
the validity of measurements.

4.4 Identified Measurement Perspectives in the
Evaluation of SPI Initiatives (RQ3)

4.4.1 Results

The purpose of this research question was to assess from
which measurement perspective (project, product, or orga-
nization) SPI initiatives are evaluated (see Section 3.4.5 for
the definition of the perspectives). Fig. 7 shows the
frequencies of the identified measurement perspectives.
The “Project” perspective (98, 66 percent) represents the
majority, followed by the “Project and Product” perspective
(30, 20 percent) and the “Project, Product, and Organization”
perspective (8, 5 percent). These numbers show that
measurement and evaluation at the project level is the most
common approach to assess SPI initiatives

The SPI initiatives and the corresponding measurement
perspectives are mapped in Table 12 and Table 13,
respectively.

We identified the organizational measurement perspec-
tive mostly in studies with a CMM-based initiative (row A
in Table 12). We did not identify any study with the
product perspective alone within the established SPI
framework category; however, rows A, B, E, F, and G in
Table 12 show that it is common to combine the project and
product perspectives.

4.4.2 Analysis and Discussion

A considerable amount (98, 66 percent) of the total
148 papers in this review reported only measurements for
the project perspective. This indicates that the measurement
perspective to evaluate the SPI initiatives’ outcome is
strongly biased toward the project perspective. The dom-
inance of project perspective and the very low number of
organization perspective may indicate a potential problem
in communicating the evaluation results of the SPI
initiatives to all the organization’s stakeholders, assuming
that they have different information needs. On the other
hand, it can be argued that measuring the project is easier as
probably less confounding factors are involved [167].

At the corporate level, business benefits realized by the
improvement initiative need to be visible, whereas the
initiatives’ impact on a certain project is of more relevance
for the developers, project, or product managers involved
[1]. Hence, it may be beneficial to consider and assess
information quality of software measurements in terms of
their fitness of purpose [11].

It can also be observed that, whenever the product
perspective is considered it is often accompanied by the
project perspective. The combination of these measurement
perspectives seems reasonable, especially when considering
the project success definition by Baccarini [6]: Overall
project success is the combination of project management
success and project product success.

Relying exclusively on the project perspective can raise the
difficulty to spanning the evaluation over several projects,
thus not only focusing on attaining goals of a single project
[167]. For example, Babar and Gorton [5] have observed in a
survey among practitioners that software architecture re-
views are often performed in an ad-hoc manner, without a
dedicated role or team responsible for the review. As such,
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this initiative may be beneficial for the current project, but fail
to provide the expected financial benefits in the long-term [5].
That would, however, stay unobserved if the improvement
initiative is only evaluated from the project perspective. It is
therefore important to assess the effect of SPI initiatives from
perspectives beyond the project, that is, also consider the
impact on the product and the organization [167].

Looking at Table 12 and rows K to N in Table 13, it can be
seen that 77 out of 91 (85 percent) initiatives that are
supported by a framework are evaluated from the project
and/or product perspective. This indicates a discrepancy of
the initiatives aim, i.e., to establish an organization-wide
improvement (e.g., at CMM level 3 the improvement is
extended to organizational issues [38]), and how the
achievement of this aim is assessed. From the indications
gathered in this review, the organizational measurement
perspective is the least reported one.

SPI initiatives that involve Six Sigma are mostly focused
on the “Project” and “Project & Product” perspective. In 9
out of 10 studies ([164], [203], [224], [263] from Table 12 and
[143], [172], [212], [213], [264] from Table 13) these
perspectives are considered, while only [166] from Table 13
covers the organizational measurement perspective. This
could be ascribed to the emphasis given by Six Sigma on
product quality [14] and the implied focus on evaluating the
impact on the project and on the produced goods.

Finally, if we look at the measurement perspectives
identified in the tools and practices category (Table 13,
rows Q, R, and S), we can identify some interesting
patterns. Only [133], [226], [239] consider the organizational

measurement perspective. In particular, SPI initiatives in
the “Tools” and “Practices+Tools” categories do not
consider the organization perspective in the measurement.
A potential explanation can be that tools and practices are
mostly applied on project or product levels and not on the
organization level. For the “Practice” category, the most
prominent measurement perspective is the project perspec-
tive. The reason is that these initiatives are mostly
addressing the project level. The introduction of a tool as
an SPI initiative can, however, have far-reaching conse-
quences, that is, for the project [42], [134], but also for both
the product quality [57], [63], [66], [73] and the organization
[55], [72], [83], [96].

4.5 Confounding Factors in Evaluating SPI
Initiatives (RQ4)

4.5.1 Result

The purpose of this research question was to determine
which confounding factors (see Section 3.4.7) need to be
taken into consideration when evaluating SPI initiatives. As
Table 14 shows, we could identify only a few hints
regarding these factors. This might indicate that confound-
ing factors are seldom explicitly taken into consideration
when evaluating process improvement.

4.5.2 Analysis and Discussion

From the results presented above we can identify several
issues regarding confounding factors and their role in
evaluating SPI initiatives. The first is that we could only
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identify 19 studies (out of 148) which discuss potential
validity problems when evaluating SPI initiatives. It is
therefore difficult to generalize assumptions or to relate a
finding to a certain evaluation strategy. Second, the authors
of the publications seldom use the term “confounding
factor” or “confounding variable”; often we had to interpret
the descriptions of study designs, executions, and results to
discover if the authors considered confounding factors. We
identified several synonyms instead: “influencing factors”
[161], “influences” [169], “state variables” [165], “uncon-
trolled independent variables” [156], and “environmental
influences” [197], [219].

What can be learned from the identified studies is that the
identification, characterization, and control of confounding
factors is a challenging endeavor. In [186], [197], [243], and
[248] they are described in an abstract and general way
without discussing remedies to overcome them. The authors
in [248] pointed out that it is possible to measure product
quality improvement effected by specific process actions.
They also cautioned that it is necessary to study the
conditions under which the relationship between process
action and improvement is observed in order to increase the
knowledge on these relationships. Unfortunately, in many
cases the context in which the improvement is evaluated is
described unsatisfactorily (see Section 4.1.3), and an identi-
fication of confounding factors is therefore aggravated.

Generally, the effect of confounding factors on the
dependent variable can be controlled by designing the

study appropriately, e.g., by a random allocation of the
treatment and control groups [3]. The fundamental assump-
tion by such a design is that the confounding variables are
equally distributed in each group, i.e., that the probability is
high that the groups have similar properties. Therefore, if
the distribution of the dependent variable is similar in both
the control and treatment group, it can be concluded that
the treatment has no effect.

The concept of randomization is also discussed in [64],
[81], and [108] in the context of software engineering
experiments. Pfleeger [81] points out that the major
difference between experiments and case studies is the
degree of control. In order to control a potential confound-
ing variable, the experiment can be designed in such a way
that the experimental units within the distinct groups are
homogeneous (blocking). Additionally, if the number of
experimental units is the same in each group, the design is
balanced.

Unfortunately, random sampling of projects or subjects
is seldom an option in the evaluation of improvement
initiatives and therefore knowing of the existence of
potential confounding factors is, however, needed in order
to be able to apply certain techniques to compensate
confounding effects [3]. The matching technique, for
example, leads to an evaluation design that satisfies the
ceteris paribus condition by selecting groups with similar
properties with respect to confounding factors [3]. By
looking at the proposed solutions, several studies apply
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some sort of matching, e.g., by selecting similar projects in

terms of size and application domain, technology, or staff

size (see [146], [150], [156], [161], [169], [178], [183], [190] in

Table 14).
There exists no systematic way to identify confounding

variables [77] and, as shown by the examples above, their

identification depends on the context in which the study

is conducted and on the background knowledge of the

researcher. It is therefore difficult to assure that all

confounding variables are eliminated or controlled since

their determination relies on assumptions and sound

logical reasoning. An interesting discussion about the
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identification of a confounding factor can be found in the
comments by Evanco [37], which refers to the validity of
the assumption by El Emam et al. that size is a confounding
variable for object oriented metrics [36]. El Emam et al.
demonstrate empirically that class size confounds the
validity of object oriented metrics as indicators of the
fault-proneness of a class. The comments [37], however,
show that the identification and recognition of certain
confounding factors is still disputed [19], [110].

5 CONCLUSION

This paper presents a systematic literature review that
investigates how the impact of software process improve-
ment initiatives (as defined in Section 3.4.3) is measured
and evaluated. The aim is to identify and characterize the
different approaches used in realistic settings, i.e., to
provide a comprehensive outline and discussion of evalua-
tion strategies and measurements used in the field to assess
improvement initiatives. The major findings of this review
and their implications for research are:

. Incomplete context descriptions. Seventy-five out
of 148 studies did not or only partially describe the
context in which the study was carried out (see
Section 3.5). In the area of process improvement it
is, however, critical to describe the process change
and its environment in order to provide results
which have the potential to be reused or to be
transferred into different settings. Since a consider-
able body of knowledge on the impact of improve-
ment initiatives is provided by industry reports (53,
36 percent), a precise and informative context
description would be beneficial for both practi-
tioners and researchers.

. Evaluation validity. In more than 50 percent of the
studies in which improvement initiatives are
evaluated, “Pre-Post Comparison” is used indivi-
dually or in combination with another method (see
Section 4.2). Considering that confounding factors
are rarely discussed (19 out of 148 studies, see
Section 4.5), the accuracy of the evaluation results
can be questioned. The severity of confounding is
even increased by unsatisfactory context descrip-
tions. A grounded judgment by the reader on the
validity of the evaluation is prohibited by the
absence of essential information.

. Measurement validity. Kaner and Bond [58] illu-
strated how important it is to define exactly the
semantics of a metric and the pitfalls that arise if it is
not commonly agreed what the metric actually
means, i.e., which attribute it actually measures.
This issue is related to farther reaching questions
than process improvement measurement and eva-
luation, and concerns fundamental problems of
software measurement validity. Nevertheless, mea-
surement definition inconsistencies, as shown in
Section 4.3.2, inhibit the process of improvement
itself since the comparison and communication of
results is aggravated. The implication for research is
that it is difficult to identify and use the appropriate

measures for improvement evaluation. A better
support for defining, selecting, and validating
measures could enable a comparable and mean-
ingful evaluation of SPI initiatives.

. Measurement scope. The analysis on what is

actually measured during or after an improvement

initiative shows a focus on process and product

quality (see Section 4.3). From the software process

improvement perspective this measurement goal

might be adequate and sufficient. It is, however,
crucial to push the event horizon of improvement

measurement beyond the level of projects (see

Section 4.4) in order to confirm the relatively short-

dated measurements at the project or product level.

Since the information needs for the different

stakeholders vary, appropriate improvement indica-

tors need to be implemented. At the corporate level,

for example, business benefits realized by projects
which encompass a wider scope than pilot improve-

ment implementations are of interest.
Indicators for these long-term effects can be

customer satisfaction, to assess quality improve-

ment, and return on investment to evaluate the

economic benefits of improvement. The data pre-

sented in this review (see Section 4.3.2) suggest that

these indicators tend to be less used in the evalua-

tion of process improvement than other, easier to

collect, indicators. The implication for research is to

integrate the success indicators into a faceted view

on process improvement which captures its short-

and long-term impact.
. Confounding factors. In a majority (129, 87 percent)

of the reviewed studies we could not identify a
discussion on confounding factors that might affect
the performance of SPI initiatives and thus their
evaluation. Since process improvement affects many
aspects of a development project, its results, and
effect on the organization, there are many potential
such confounding factors that threaten validity.
Even though study design can often be used to
limit the effects, it is often not practical to fully
control the studied context. Thus, future research on
SPI should always consider and discuss confound-
ing factors. However, we note that no good
conceptual model or framework for such a discus-
sion is currently available.

The results of this review encourage further research on the

evaluation of process improvement, particularly on the

conception of structured guidelines which support practi-

tioners in the endeavor of measuring, evaluating, and

communicating the impact of improvement initiatives.
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