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Data quality is critical to organizational success. In order to improve and sustain data quality in the long
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1. INTRODUCTION

Data quality is critical to organizational success, since organizations process vast
amounts of data [Gorla et al. 2010; Madnick et al. 2009; Shankaranarayanan and
Wang 2007; Tallon 2010] and poor data quality leads to high costs [Redman 1998,
2004]. Additionally, missing data quality management inhibits identifying unknown
data quality issues, thus, negatively affecting decision making and strategic planning.
To improve data quality provided by information systems, many methodologies ex-
ist, addressing data quality from different perspectives. Methodologies are “guidelines
and techniques that [...] define a rational process to assess and improve the quality
of data” [Batini et al. 2009]. Methodologies recommend various techniques. Process-
driven techniques and accordingly process-driven data quality management (PDDQM)
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seek to assess and improve data quality by redesigning processes that create or modify
data. PDDQM seeks to identify root causes of errors, eliminate them, and sustain the
improvements in the long term [English 1999; Redman 1996].

Process modeling is mandatory for conducting process control activities or process
redesign [Batini et al. 2009]. A prominent process-driven perspective is to treat data
as a product that is processed from raw data to the final information product (IP)
(cf. [Lee 2006; Wang 1998]). This perspective is applied in the total data quality man-
agement (TDQM) methodology. To represent processing of an IP, TDQM suggests the
modeling of an information manufacturing system (IMS) [Wang 1998]. The IMS de-
scribes the process of how an IP is produced and the interactions among the process
stakeholders (i.e., information suppliers, manufacturers, consumers, and IP man-
agers). An extension of the IMS is the information product map (IP-MAP) [Lee 2006;
Shankaranarayanan et al. 2003; Shankaranarayanan and Wang 2007]. These IP-
centric modeling languages are used to model the manufacturing process of an IP
and complement other modeling languages, for instance, process flow charts (PFCs)
or dataflow diagrams (DFDs) [Shankaranarayanan and Wang 2007].

However, a wide range of process modeling languages emphasize different aspects of
processes [Recker et al. 2009], and organizations apply process modeling languages in
different ways. Extant research mostly neglects integrating data quality into business
processes [Cappiello et al. 2013]. Moreover, the degree to which data quality and the
production of IPs are integrated depend on the process (e.g., product manufacturing
vs. IP production) and the process modeling language used (e.g., PFC vs. IP-MAP).
Furthermore, IP-MAPs still are under development to fulfill further requirements
[Shankaranarayanan and Wang 2007]. An inadequate use of process models may im-
pede communication and understanding of business processes and underlying data
quality requirements as well as data-quality issues. Resulting poor data quality may
lead to direct and hidden costs [Haug et al. 2011]. Consequently, we are interested in
providing an overview of the varying use of process models for PDDQM. This basic
objective leads to our first research question (RQ).

R@1. What varying application of process modeling languages for PDDQM in orga-
nizations can be derived from literature?

To advance IS research in terms of an adequate application of process modeling
languages, we are interested in organizations’ requirements that should be fulfilled by
customizing process models. Since extant research lacks a structured examination of
PDDQM (cf. Section 2.3), building on RQ1, we state RQ2.

RQ2. What relevant requirements for PDDQM modeling can be derived from the
identified process models?

Answering these RQs would support further research for developing a broadly appli-
cable process modeling language for PDDQM or at least guide the development and use
of process models for specific purposes, additionally satisfying practitioners’ needs. In
turn, answering the RQs would support long-term improvement of PDDQM and thus
data quality in organizations. Based on the approach from Webster and Watson [2002],
we conducted a keyword-based literature review.

Summarizing published research, this article provides a review of which process
modeling languages are applied to represent data and its quality in organizational
contexts. Furthermore, we present an overview of how the methods are embedded in
existing data-quality methodologies. Building on this review, we finally derive pro-
cess modeling requirements related to PDDQM and present their potential relevance
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depending on the modeling purpose. The main contribution of our study is twofold.
First, the synthesis provides examples of how organizations can apply well-known
and mature process modeling languages, enhancing them with information about data
quality fitting their particular organizational context, instead of switching to new pro-
cess modeling languages. Second, the integration of data quality into different process
modeling languages and the context-specific application of these languages show ex-
isting needs and opportunities for further differentiated research in PDDQM.

The remainder of this article is organized as follows. In the next section, we give an
overview of data-quality research. We focus on PDDQM, corresponding process mod-
eling languages, and present existing gaps. In Section 3, we provide our methodology
regarding the literature review and present our identified primary studies. The pri-
mary studies are structured with respect to (1) the organizations in which the data-
quality assessment or improvement took place, (2) the process types the efforts are
aimed at, (3) the applied methodology, and (4) the applied process modeling language.
For answering RQ1, each of these four aspects of the primary studies is discussed in
more detail in Section 4, which is concerned with the application of process modeling
languages for PDDQM. Section 5 deals with RQ2, providing the identified representa-
tional requirements for PDDQM based on the primary studies. Finally, the key issues
are discussed in Section 6, and implications for practice and research are provided in
the concluding Section 7.

2. DATA AND INFORMATION QUALITY
2.1. Distinguishing Data, Information, and Knowledge

Our research considers data and information quality. However, we apply the term data
quality, referring to data and information quality (cf. [Madnick et al. 2009]). To specify
the scope of our research, we provide the differences between data, information, and
knowledge.

We refer to data as the representation of facts [English 1999]—describable states
of the physical world [Boisot and Canals 2004]. These facts are represented by sym-
bols inscribed by human hands or by instruments [Spiegler 2003]. Furthermore, data
is the raw material for information [English 1999]. Information is derived from data
by putting data into context, that is, giving data a meaning [Boisot and Canals 2004;
English 1999; Zack 1999]. This meaning and the information that can be extracted
from data depend on the receiver of the data. To add value, information and its real po-
tential has to be understood by the receiver, turning it into knowledge [English 1999].
Knowledge is also referred to as the capacity for effective action [Spiegler 2003]. This
capacity depends on the consumer of information, their mental models and values
[Boisot and Canals 2004], and their specific situation [Otto et al. 2009]. Hence, knowl-
edge is personalized information [Alavi and Leidner 2001] that can be extended from
an individual to an organizational level through interaction [ékerlavaj et al. 2010].

Our article deals with the management of data quality for use in a specific con-
text, that is, for a given task. However, how delivered information is actually used by
the consumer is outside our scope. Knowledge management is beyond our scope, as
it deals with this personalized knowledge, for example, its creation, sharing, and dis-
tribution [Alavi and Leidner 2001]. Since data quality is defined as data’s fitness for
use and this fitness is defined by the data consumer (cf. next section), we need to con-
sider consumers’ requirements on data. Based on their knowledge, the consumer has
expectations on the data and information [Boisot and Canals 2004] which can be for-
mulated as requirements on the data, improving the quality of the data as it is set into
context.
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2.2. Data-Quality Research

The broad definition of data quality as fitness for use (e.g., [Madnick et al. 2009]) is dif-
ficult to measure [Kahn et al. 2002]. An important milestone to data quality research
is an empirical study, adopting the view of the data consumer and treating data as
a product with attributes important to the consumer [Wang and Strong 1996]. This
study extended previous intuitive and theoretical approaches for defining data quality.
Classifications of data-quality dimensions and a discussion of the mostly referred to
dimensions (namely, accuracy, completeness, consistency, and timeliness) can be found
in Batini et al. [2009]. To extend the product view of data quality with the service view,
the product and service performance model for information quality (PSP/IQ) was de-
veloped [Kahn et al. 2002]. The product view includes dimensions related to product
features and involves tangible measures. The service view includes quality dimensions
that are related to the delivery process and intangible measures.

No general agreement exists about which set of dimensions defines data quality,
nor about the exact meaning of each dimension [Batini et al. 2009; Haug et al. 2009;
Lee et al. 2002], since data quality needs to be assessed within the business and task
context [Even and Shankaranarayanan 2007]. Furthermore, with new types of infor-
mation systems, it will be necessary to match data-quality dimensions to new techno-
logical contexts [Batini et al. 2009; Kim et al. 2005; Madnick et al. 2009].

The field of data-quality research is a crosssectional issue with several fields of re-
search (e.g., [Glowalla and Sunyaev 2013a; Madnick et al. 2009; Sunyaev and Chornyi
2012]). Extant research in data quality provides a comprehensive overview of the re-
search field. A pragmatic framework allows for categorizing data-quality research re-
lated to research topics and research methods [Madnick et al. 2009]. This framework
allows for the classification of each research project dealing with data quality in the
field of management information systems and computer science. Madnick et al. use
this framework to give an overview of the landscape of data-quality research and ex-
isting literature that addresses the topics and applies the research methods. Further-
more, a comparative description of methodologies dealing with the assessment and
improvement of data quality is provided [Batini et al. 2009]. Nine perspectives for
analyzing and comparing data-quality methodologies are presented, including the dif-
ferentiation between process- and data-driven techniques. We are interested in the
long-term improvement of data quality and therefore in PDDQM.

2.3. Representational Research on Process Modeling Languages

Processes are logical sequences of tasks, where goods and services are created or where
the creation is coordinated using resources [Buhl et al. 2011]. To emphasize the in-
volvement of business stakeholders as process model users, we focus on “business and
manufacturing processes that create, update, and delete data, distribute or dissemi-
nate information, and retrieve or present information to information producers and
knowledge workers” [English 1999]. For simplicity, we stick to the term process.

Process models allow for understanding and communicating processes and thus are
mandatory for conducting process-control activities or process redesign [Batini et al.
2009]. Process models are instantiations from process modeling languages. Process
modeling languages provide a vocabulary of model elements and compositional rules,
which define legal compositions of the vocabulary. A general meaning of the vocabu-
lary’s elements is given as well but should not be confused with the semantics and
meaning of the instantiation, which relate to a specific (problem) domain [Lindland
et al. 1994; Moody 2009].

Current research examines several process modeling languages with respect to their
representational capabilities. The Bunge-Wand-Weber representation model [Wand
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and Weber 1993, 1995] is applied for a structured examination and comparability
of several process modeling languages, that is, to what extent process modeling lan-
guages and their elements are able to represent desired types of real-world phenomena
[Recker et al. 2010]. With the examination of the business process model and notation
(also referred to as business process modeling notation) (BPMN) [Recker et al. 2009;
Recker and Rosemann 2010], the ontological analysis of process modeling languages
was updated. Additionally, extant research compares the examined process modeling
languages, for instance, petri nets, DFDs, and BPMN [Rosemann et al. 2009]. We are
not aware of such an analysis for process modeling languages developed for PDDQM.
Since different representational capabilities are relevant for PDDQM, process mod-
eling languages, their application, and potential requirements for PDDQM should be
examined first.

We see the necessity to include process modeling languages that focus on data qual-
ity within this research stream, since several modeling languages emphasize different
aspects of processes. Extant literature shows the need to consider the information flow
in processes, regardless of whether the IP is the final product (cf. Section 4.2) or in-
formation is needed for tangible products (e.g., [Lee et al. 2007a]). Building on a com-
parative description of process-driven methodologies [Batini et al. 2009], we find two
different process modeling languages focusing on data quality. First, the information
chain maps embedded within the cost-effect of low data quality (COLDQ) method-
ology [Loshin 2001] to model strategic and operational dataflows. Second, the al-
ready mentioned IP-MAP, which extends the IMS that is embedded within the TDQM
methodology.

Information chain maps provide generic steps to represent the conversion of raw in-
put data into usable information. Strategic and operational dataflows are set together
from generic steps that are replaced by specific processing steps (e.g., data entry, credit
card processing, data collection and merging). Annotations can be added to the arcs
(the information flow channel), but no further information about the IP or its quality
are integrated into the models. Information chain maps show the directed informa-
tion flow between different locations. Similar to DFDs [Shankaranarayanan and Wang
2007], no explicit processing sequence can be derived. However, the information flow
is not represented between processes but between stakeholders and systems. Alterna-
tively, the processing stages of the dataflow, from data supply to data consumption, can
be presented in a process sequence, thus, resembling IP-MAPs.

The IMS is introduced by Ballou et al. [1998], applying concepts from product quality
in manufacturing systems. The IP attributes and data units can be tracked systemat-
ically from the source to the final IP that is delivered to the consumer. Furthermore,
the impact of system modifications on the attributes can be analyzed. The IP-MAP was
introduced as an extension of the IMS [Shankaranarayanan et al. 2000]. The design of
the IP-MAP is driven by requirements of the final IP. Therefore, the final IP provides
the basis for the specification of necessary raw or component data. A major change
(with respect to the IMS) is the definition of additional modeling elements, namely,
the business boundary block, the information system boundary block, and the decision
block [Lee 2006; Shankaranarayanan et al. 2003]. A comprehensive description of the
IP-MAP can be found in Shankaranarayanan et al. [2003]. Figure 1 shows a simple
example of the IP-MAP.

Both models focus on information as a product. However, the representation of data
differs, as do the models. The IP-MAP focuses on the delivery of a specific IP and on
the necessary sequential steps to manufacturing such an IP. Additionally, the neces-
sary data and its sources are presented. ‘Necessary’ means that the presented dataflow
is limited to the purpose of producing the IP. As process modeling is a subtask of
process management [Buhl et al. 2011], several other process modeling languages,
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Fig. 1. Example of an IP-MAP.
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that is, activity-centric modeling languages [Recker et al. 2009], have to be considered
[Ko et al. 2009; Recker et al. 2009], for example, petri nets, DFDs, and BPMN
[Rosemann et al. 2009]. Different process modeling languages emphasize different
aspects of processes [Recker et al. 2009]. Therefore, research addresses the integration
of different languages and their focus (e.g., [Thi and Helfert 2007]). However, integrat-
ing different languages increases the language’s complexity [Glowalla and Sunyaev
2013b; Thi and Helfert 2007]. To identify different applications of process modeling
languages, we conducted a structured literature review that is presented in the next
section.

3. REVIEWING DATA QUALITY LITERATURE
3.1. Keyword and Manual Search

To identify the varying applications of process modeling languages and provide the
basis for answering our RQs, we conducted a structured literature review. We followed
the approach proposed by Webster and Watson [2002]. The methodology is described
in the following and shown in Figure 2.

According to the first phase, we based our keyword search on the Senior Scholars’
Basket! and the 50 highest-ranked journals, applying the AIS/MIS journal ranking.?
We additionally included the ACM Journal of Data and Information Quality, the In-
ternational Journal of Information Quality, and Data & Knowledge Engineering due
to their high relevance for this research topic. Regarding these included ACM and
IEEE Transactions and further journals, we conducted a manual selection, consider-
ing our inclusion and exclusion criteria. The selection led to 74 journals, provided in
the Appendix. As the already mentioned prominent perspective—to view data as a

1http: //aisnet.org/general/custom.asp?page=SeniorScholarBasket.
2http ://aisnet.org/general/custom.asp?page=JournalRankings.
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product—was proposed in 1995, we included articles from 1995 onwards. To allow a
view on the latest developments and broaden the research on more practice-oriented
articles, we also reviewed three conferences. First, we included the International Con-
ference on Information Systems (ICIS) and the European Conference on Information
Systems (ECIS). Second, we included the International Conference on Information
Quality (ICIQ) due to its relevance to our topic. As the ICIQ proceedings are not acces-
sible for a keyword-based search, they were searched manually. The ECIS proceedings
before 2000 needed to be searched manually as well. We derived the keywords based
on an explorative search, especially considering review and overview articles. The key-
words were consolidated, counted, and supplemented (e.g., information product was
supplemented by data product), leading to the following list: data quality, information
quality, data product(s), information product(s), data production, information produc-
tion, data manufacturing, information manufacturing, data management, information
management, data flow(s), information flow(s). The keywords were searched in the ti-
tle, abstract, and keywords/subject terms, excluding, for example, editorials and calls
for papers, the search yielded 1,555 articles. We conducted the search in February 2013
and included all articles available until then.

3.2. Inclusion and Exclusion Criteria

First, we read the titles and abstracts of the 1,555 articles, excluding editorials, calls
for papers, book reviews, and panels. If no abstract was available, we read the arti-
cle in more detail. We considered an article relevant and therefore included it if it
focuses on data-quality or at least on one of its quality dimensions. According to RQ1,
the data quality aspects have to be set into an organizational setting, dealing with
measures to assess or improve the quality of the organization’s data. We considered
an article within an organizational setting if the measures to assess or improve data
quality were conducted in the field and are described in the context of the particular
organizational setting. That means we included, for instance, case studies and case
descriptions. We excluded articles in which results are presented isolated from the or-
ganizational setting (e.g., the presentation of lessons learned with short examples from
conducted case studies or personal experience for corroboration). In case of the inclu-
sion criterion dealing with organizational data, we explicitly considered data stored
and processed by information systems. After this review, 128 articles were selected.

We only selected articles which included process-driven strategies. Employing the
aforementioned definition of processes, we excluded information systems development
processes [English 1999] that do not provide business processes. Since we are inter-
ested in the organizational context and models are mainly used for communicating
processes [Bandara et al. 2005; Dehnert and van der Aalst 2004], including stake-
holders that are non-modeling experts (cf. [Rosemann 2006]), we explicitly excluded
improvements of processes that are inherent to information systems (e.g., the opti-
mization of data warehouse internal processes). This review led to 31 articles.

We did not identify further articles in the backward search that constitutes the
second phase [Webster and Watson 2002]. The forward search, constituting the third
phase, led to three more articles. We chose ‘Google Scholar’, since it indexes conference
papers in addition to journal papers.

Of 18 conference articles, 14 are from the ICIQ and three from the ECIS. The
15 Journal articles are from several different journals. Four articles are from the
International Journal of Information Quality. The remaining journal articles are scat-
tered across nine different journals. Finally, one working paper is included [Wang et al.
2002], which was found in the backward and forward search. Overall, the distribu-
tion of the articles throughout the outlets corroborate the crosssectional character of
data quality.
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As in some cases, our differentiation is rather soft and the inclusion or exclusion of
articles was discussed, we cannot claim that we captured all relevant articles dealing
with process-driven data-quality techniques. More importantly, we aim at a detailed
description and the presentation of the broad employment of these techniques.

3.3. Primary Studies

This section gives an overview of the identified articles. According to RQ1, we examine
the application of process modeling languages for PDDQM across organizations. Since
some process modeling languages are rooted in PDDQM methodologies, the method-
ologies might bridge organizations’ PDDQM efforts and adequate process modeling
languages (cf. Section 2.3). Therefore, we additionally examine if and what method-
ologies are applied. Finally, PDDQM focuses on process improvements, and thus we
examine the specific processes provided in the primary studies as well.

For a structured view on this context, we differentiate between organizations that
manufacture or deliver tangible products (P) and service organizations (S). However, it
is difficult to clearly dichotomize products from services, as virtually “all tangible prod-
ucts have intangible attributes, and all services possess some properties of tangibility”
[Pitt et al. 1995]. Since this article focuses on IPs, we additionally transfer the dif-
ferentiation between services and products to the intangible domain. From an output
perspective, an organization might deliver a service or an IP. Again, a clear differ-
entiation might be difficult, since services are necessary to produce IPs [Kahn et al.
2002]. Moreover, IPs have tangible properties as well. In contrast to tangible products,
a specific physical form might not be part of the IP, but an IP (e.g., a report) will be
delivered as a tangible print-out or on a tangible storage medium. With the distinc-
tion of tangible products, services, and information products, we are able to examine
the organizational context in which process-driven improvements take place in more
detail. Additionally, data have to be managed actively, that is, as a product and not
as a by-product. Hence, different approaches may be appropriate for different types of
organizations. We structure the processes in a similar way, differentiating manufac-
turing, service, and IP processes. This is necessary, as an organization typically has
several consumers—internal and external—and also within a manufacturing organi-
zation, data quality improvement may take place, focusing on information production
processes (e.g., reporting).

These four aspects—organization, process, methodology, and process modeling
language—will be discussed in the next sections in more detail. Table I provides an
overview of the primary studies. If an article contains more than one relevant case—
for instance, several process—models within different organizations or representing
different processes, the cases are separated by an “m” slash.

4. APPLICATION OF PROCESS MODELING LANGUAGES FOR PDDQM

This section forms the main part for answering RQ1, as we present the primary studies
with respect to the structure in Table I. We provide the context of the application
of process modeling languages within PDDQM with regard to the organizations, the
processes, and the methodologies. Then we present the process modeling languages in
more detail.

4.1. Organizations and Processes

Table IT shows the organizations and the related processes. Regarding our primary
studies, most cases deal with service organizations (Table II, column 1-2). However,
at the process level, most cases consider IP processes (Table II, column 3-4). If we ex-
amine the relations between organizations and processes in more detail, we see that
only 14 out of 46 cases deal with the same type of process and organization (Table II,
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Table I. Overview of Primary Studies
Article Organizations | Processes Methodologies Process
(P/S/TIP) (P/S/IP) modeling
languages
[Balka et al. 2012] S P — PFC
[Sulong et al. 2012] S/S/S/P/P/ | — 4-step service oriented | —
S/S architecture
implementation
[Ofner et al. 2012] P S Data quality process PFC
redesign
[Wamba 2012] S P — —
[Dejaeger et al. 2010] S P Process model driven PFC
survey
[Xie and Helfert 2010] S/S/S S/S/S — PFC
[Gaynor and S 1P — IP-MAP
Shankaranarayanan 2008]
[Hakim 2008] S S IDEFO, Design PFC
Structure Matrix
[Laumann and Rosenkranz | P P/P Viable System Model PFC, DFD
2008]
[Lee et al. 2007b] S/S/S/S/S/ | S/IP/IP/IP | — Context-
S /1P /IP embedded
IP-MAP
[Tee et al. 2007] S — Total Quality Service —
[Thi and Helfert 2007] P IPor P — IP-MAP,
PFC, DFD
[Wijnhoven et al. 2007] P — Total Data Quality (only
Management (TDQM) generic
IP-MAP in
the context
of TDQM)
[Shankaranarayanan and P 1P — IP-MAP
Cai 2006]
[Dravis 2005] P — 1Q Solution Cycle —
[Keenan and Simmons P S Customer Support DFD
2005] Data Quality (CSDQ),
extension of TDQM
[Mielke 2005] S — 7-step cycle, based DFD, PFC,
on TDQM other
[Davidson et al. 2004] S IP/IP/IP/IP | TDQM, Plan-Do- DFD
Study-Act (PDSA)
[Klesse et al. 2004] S IP Data Evolution Life PFC, CED
Cycle (DELC)
[Lee et al. 2004] P — TDQM —
[Shankaranarayanan S IP /IP/IP — IP-MAP
et al. 2003]
[Katz-Haas and Lee 2002] S S/S Root-Cause Analysis DFD
[Kovac and Weickert 2002] | IP —/8S TDQM, based on PFC
Plan-Do-Check-Act
(PDCA)
[Wang et al. 2002] and S P Total Information PFC

[Lee et al. 2001]
(IP-MAPSs cf.
[Shankaranarayanan
et al. 2003])

Awareness with
Quality (TTIAQ),
based on TDQM
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Table I. Continued
Article Organizations | Processes Methodologies Process
(P/S/IP) (P/S/IP) modeling
languages
[Eppler 2001] IP/1IP IP/1P Information quality —
framework for
knowledge-intensive
processes
[Helfert and von Maur S IP Data Quality PFC
2001] Management (DQM)
for Data-Warehouse-
System, based on
TDQM, and total
quality management
[Kahn et al. 2001] S S Six Sigma DFD
[Millard and Lavoie S 1P — use case
2000] diagram,
state
diagram
[Ballou et al. 1998] P P — IMS
[Kovac et al. 1997] P P TDQM, PDCA PFC
[Harkness et al. 1996] P —/SorlIP Seven-Step Reactive CED, PFC
Problem Solving,
PDCA, Process
Discovery
[Meyer and Zack P 1P Product and process PFC
1996] platform
[Zack 1996] 1P IP/1P Product and process PFC,
platform workflow
diagram

Deliverables of organization or process: P = tangible product; S = service; IP = information product
DFD = Data-Flow Diagram; PFC = Process Flow Chart; CED = Cause-and-Effect Diagram

Table Il. Number of Cases by Organization and Process Type

Organization type | No. of | Process type No. of | Same process and | No. of
cases cases | organization type | cases
Tangible product 11 Tangible product 3 Tangible product 2
Service 29 Service 11 Service 7
1P 6 1P 26 1P 5
Total no. of cases 46 40 14

column 5-6). Only one organization delivering tangible products deals with processes
whose deliverables are tangible products. Furthermore, only 7 out of 29 service organi-
zations deal with service processes, whereas 5 out of 6 cases deal with IP organizations
and IP processes. We could not classify the remaining case in the IP organization
(cf. Table I, [Kovac and Weickert 2002]).

4.2. Processes and Their Deliverables

Based on the different deliverables (tangible product, service, IP) of a process pre-
sented in Table I, we categorized the processes for internal or external consumers.
However, in contrast to the view applied on the organizations, processes are considered
from the input through processing to the deliverable. Therefore, internal or external
suppliers and custodians can be explicitly included in this view. We assume the pro-
cess type having implications on the process modeling languages, that is, what process
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Table Ill. IP Processes and Their Deliverables

Deliverables No. of No. of No. of
cases cases cases
End product 3
Reports 19 External reports 14 Other 11
Internal reports 5
Other end products 4

modeling language is applied and how, depending on the process type and possible
differences within the process types.

The number of cases related to a specific process type is presented in Table II. Our
literature review provided two articles dealing with the same remanufacturing pro-
cess of a tangible product [Lee et al. 2001; Wang et al. 2002] and only one further
article dealing with a delivery process of a tangible product represented by different
models [Laumann and Rosenkranz 2008]. The service processes deal with internal ad-
ministration or administration of service products (e.g., insurance policies) [Kahn et al.
2001; Katz-Haas and Lee 2002; Ofner et al. 2012], a service conducted on the customer
[Hakim 2008], or service requests of customers [Keenan and Simmons 2005; Xie and
Helfert 2010]. In the latter case, besides a service (fixing a product), the deliverable
can be an IP (product or service offering) as well. In only one case, we classified a pro-
cess as a service, although it is modeled as an IP-MAP [Lee et al. 2007b]. This case
deals with a trading process between two companies, where mismatched information
occurred. The IP that is delivered is a response to a service process, which constitutes
the main deliverable.

Most of the processes deal with the delivery of IPs. In the literature, the importance
of information is often related to decision making (cf. [Loshin 2001; Redman 1998;
Shankaranarayanan et al. 2008]). Therefore, it is not surprising that most of the IPs
within the identified processes are reports. Considering organizational boundaries, we
can differentiate between internal and external reports. The external reports can be
further divided into IPs that constitute the end product of the company and other re-
ports (e.g., government reports). Finally, there are end products that do not constitute
reports. The number of cases we assigned to each category are presented in Table III.

Internal reports constitute the information basis for decision making within an or-
ganization. Such decision making can be a patient’s data request process by physi-
cians [Lee et al. 2007b], as well as a process producing business or health reports
(e.g., [Shankaranarayanan et al. 2003; Gaynor and Shankaranarayanan 2008]). In a
more abstract view (e.g., inter-organizational), external reports are used within deci-
sion making as well. However, in this case, the decision maker would be beyond the or-
ganizational boundary. Examples for external reports that constitute end products are
market research reports [Zack 1996; Eppler 2001]. In other cases, organizations have
to provide external reports, for instance, due to law regulations. Therefore, these re-
ports have to be delivered but do not constitute an end product. Most of these cases deal
with healthcare IPs [Davidson et al. 2004; Lee et al. 2007b; Millard and Lavoie 2000;
Shankaranarayanan et al. 2003]. Another example is the rating process for banks
[Dejaeger et al. 2010] or the customer investigation process within a bank which has
to be conducted upon request [Klesse et al. 2004]. The requests can be carried out in
connection with prosecutions and arise externally (e.g., by the government) but can
also be requested internally. IPs can constitute end products apart from reports as
well. These end products are, for example, business solutions [Kovac et al. 1997]. In
this case, instead of reporting the gathered data, actionable information is delivered
to the customer. Further examples are IPs, such as newsletters, consolidated news,
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Table IV. Overview of TDQM-Based Methodologies

TDQM or Other Process modeling | Process modeling
PDCA phases | phases | language derived | language
from IMS, IP-MAP | DFD PFC

[Wijnhoven et al. 2007] TDQM — X X

[Keenan and Simmons TDQM — — X —

2005]

[Mielke 2005] — X — X X

Davidson et al. 2004] PDCA — X X —

Lee et al. 2004] TDQM X — — —
X — — X

Wang et al. 2002] and — — — — _

[

[

[Kovac and Weickert 2002] —
[

[Lee et al. 2001]

[Helfert and von Maur — X — — X
2001]
[Kovac et al. 1997] — X — — X

TDQM = Total Data Quality Management; PDCA = Plan-Do-Check-Act

feeds [Meyer and Zack 1996], book abstracts [Eppler 2001], or IPs that are necessary
to continue another process [Ballou et al. 1998]. Since a process can have several de-
liverables, it is not always possible to classify IP processes. In one process model, two
IPs seem to be used for specific purposes (uploaded onto website and used to print
mailing labels), whereas the other IP obviously can be used for several purposes, im-
plied by the usage to ‘run the business’ [Lee et al. 2007b]. Applying the differentiation
between strategic and operational dataflow [Loshin 2001], the IP for running the busi-
ness might be considered an IP for decision making. Therefore, this IP might be an
internal report IP. However, the other IPs rather constitute operational IPs and are
used for further processing. Similarly, another case deals with IPs that are requested
for external or internal consumers [Lee et al. 2007b]. The IPs are not described in
detail; however, since the information is requested and delivered ad-hoc, we would
assume a rather operational usage.

Five cases remain in which we could not assign to a process type, although specific
processes were addressed. One reason being processes with several deliverables of dif-
ferent types [Harkness et al. 1996; Kovac and Weickert 2002; Mielke 2005]. Another
reason being that flawed processes can be identified by flawed data [Lee et al. 2004].
Since data can be produced by any process, the referred process and therefore its type
is not known in advance.

4.3. PDDQM Methodologies

Several methodologies provide process modeling languages to manage data quality. We
examine how the methodologies are applied in PDDQM. Since the methodologies are
highly heterogeneous regarding their phases and application, we focus on the presen-
tation of the prevalent methodologies that are based on TDQM or the Plan-Do-Check-
Act (PDCA) methodology (Table IV). The PDCA methodology for improving processes is
prevalent in data-quality management (cf. [English 1999; Redman 1996; Wang 1998]).
The TDQM methodology [Wang 1998] and the total information quality management
(TIQM) methodology (originally known as the total quality data management (TQdM)
methodology) [English 1999] are based on the PDCA cycle [Deming 1989].

The TDQM methodology consists of a four-step cycle aiming at the delivery of high-
quality IPs. The TIQM methodology proposes a framework consisting of six processes
for information-quality improvement. One of these processes is dedicated to the im-
provement of the process quality, following the PDCA cycle. The TDQM methodology
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focuses on the IP, whereas the TIQM methodology focuses on the process, embedding
the improvement into a broader context.

Although TDQM is based on the PDCA cycle, three articles refer to both method-
ologies. However, only in one of these cases are the phases of the PDCA cycle applied,
whereas the information-quality survey is based on TDQM [Davidson et al. 2004]. In
the other two cases, a six-step methodology is used [Kovac et al. 1997; Kovac and
Weickert 2002]. The other methodologies referring to TDQM are customized as well.
Only in three cases are the TDQM phases explicitly applied. In the first case, the
phases include tools and group sessions [Wijnhoven et al. 2007]. In the second case,
the customer support data quality (CSDQ) methodology is presented, emphasizing
user focus [Keenan and Simmons 2005]. The TDQM phases are kept, and further
methodologies for each phase are proposed. In the third case, the TDQM phases are
incorporated into an action research cycle [Lee et al. 2004]. Although this results in
a five-step methodology, the TDQM phases are still included. In the other cases, the
methodologies are customized as well [Helfert and von Maur 2001; Mielke 2005; Wang
et al. 2002]. Although TDQM proposes the IMS for process modeling, in only two arti-
cles are the modeling languages at least derived from the IMS or IP-MAP [Davidson
et al. 2004; Wijnhoven et al. 2007]. Similar to the methodologies, the process modeling
languages—DFDs as well as PFCs—seem to be customized depending on the specific
situation and needs. Although TDQM is based on the PDCA cycle and both are based
on a four-step cycle, the applied phases vary. TDQM is referred to especially as a gen-
eral quality concept, without being implemented as a specific methodology [Helfert and
von Maur 2001; Kovac et al. 1997; Kovac and Weickert 2002]. In other cases, TDQM
is extended regarding the phases [Lee et al. 2004], methods included [Keenan and
Simmons 2005], and process modeling languages [Mielke 2005]. Examining the ap-
plied process modeling languages provides a similar picture. Even when referring to
the IMS or IP-MAP (within the TDQM methodology), heterogeneous process modeling
languages can be observed [Davidson et al. 2004; Mielke 2005; Wang et al. 2002]. In the
primary studies, the COLDQ methodology and the embedded information chain map
(cf. Section 2.3) are not used at all. The application of the process modeling languages
will be examined in the next section in detail.

4.4. Process Modeling Languages

We consider process models, that is, activity-centric models [Recker et al. 2009] and
differentiate between PFCs and DFDs, referring to Shankaranarayanan and Wang
[2007]. They compare IP-MAPs to other modeling languages with respect to a possible
substitution or complementation of the IP-MAP. PFCs represent the sequence of pro-
cess steps without the dataflow, and DFDs represent the flow of data without the se-
quence of the process steps. We use this simplifying categorization, since organizations
apply enhanced models and the use of the process modeling languages varies. Even dif-
ferentiating between DFDs and PFCs is not always clear-cut. For example, some PFCs
contain further elements such as databases or repositories without presenting the flow
of data [Helfert and von Maur 2001; Meyer and Zack 1996; Zack 1996]. Other process
models specifically focus on other aspects, although providing activities and data or
control flows as well (e.g., the Viable System Model specifies functional criteria within
organizational systems [Laumann and Rosenkranz 2008]).

The cause-and-effect diagram (CED) [Ishikawa 1993] is another modeling language
used. It was introduced to improve the quality of production processes. One or more
quality characteristics is set as effect(s) (e.g., [Harkness et al. 1996; Klesse et al. 2004]).
The main factors that influence the quality characteristics are set as causes (e.g., ma-
terials, workers). Although the CED is concerned with process improvement, it focuses
on causes and effects and does not include activities or process steps.
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Table V. Applied Process Modeling Languages and Their Representational Characteristics

Article Process modeling Swim | Time | Sequence | Data quality
language (no. of lane | axis element
figure in article)

[Balka et al. 2012] PFC (4) — — X —

[Ofner et al. 2012] PFC (6) X — X quality check

[Dejaeger et al. 2010] PFC (2) X — X —

[Xie and Helfert 2010] PFC (3) — — X) —

[Gaynor and IP-MAP (1) — — X —

Shankaranarayanan 2008]

[Hakim 2008] PFC (3) — — X —

[Laumann and Rosenkranz PFC (1) — — X —

2008]

DFD (2) — — X) —

[Lee et al. 2007b] context-embedded X X X quality check

IP-MAP (2-7)

[Thi and Helfert 2007] IP-MAP (2) — — X quality check

PFC (3) — — X quality check

DFD (7) — — X) —

[Shankaranarayanan and IP-MAP (1) — — X —
Cai 2006]

[Keenan and Simmons 2005] | DFD (1) — — X) —
[Mielke 2005] PFC (1) X X) X —

process meta model (6) X — — quality
dimensions

DFD (7) — — X quality
dimensions,
quality metrics

DFD (8) X — X —

PFC (9) — — X quality
dimensions,
quality metrics

[Davidson et al. 2004] DFD (1-3) — — X —

DFD (4) — — — —

[Klesse et al. 2004] PFC (3,6) X — X —

CED (4-5) — — X generic quality
types in life
cycle

[Shankaranarayanan IP-MAP (1-3) — — X quality check
et al. 2003]
[Katz-Haas and Lee 2002] DFD (6) — — — —

DFD (7) — — — quality
dimension
(timeliness)

[Kovac and Weickert 2002] PFC (1) X — X) —
PFC (2) X — X —

[Wang et al. 2002] IP-MAPs | PFC (3) — — X —

cf. [Shankaranarayanan

et al. 2003])

[Helfert and von Maur 2001] | PFC (5) X — X quality check

[Kahn et al. 2001] DFD (3) — — — —

[Millard and Lavoie 2000] use case diagram (1) — — X quality check
state diagram (2) — — — quality check
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Table V. Continued

Article Process modeling Swim | Time | Sequence | Data quality
language (no. of lane | axis element
figure in article)

[Ballou et al. 1998] IMS (7) — — X quality check

[Kovac et al. 1997] PFC (6) X — X quality check

[Harkness et al. 1996] CED (3) — — X —

PFC (4) X — X quality check

[Meyer and Zack 1996] PFC (7) — — X) —

PFC (8) — — X) —

[Zack 1996] PFC (2) — — X) —
workflow diagram (3) — — X) quality check

DFD = Data Flow Diagram; PFC = Process Flow Chart; CED = Cause-and-Effect Diagram

Table VI. Representational Characteristics of Process Modeling Languages

Process No. of Swim | Time | Sequence | Quality | Quality Quality
modeling models | lane axis check dimension | metrics
language

IMS, IP-MAP map 14 6 3 14 10 — —
PFC 20 10 1 20 5 1 1
DFD 12 1 — 8 — 2 1
Total 46 17 4 42 15 3 2
IMS = Information Manufacturing System; PFC = Process Flow Chart; DFD = Data Flow Diagram

In the following, we first give an overview of the process modeling languages applied
for PDDQM in the particular articles. Table V extends Table I with a more detailed
overview of the process modeling languages with respect to four characteristics (swim
lane, time axis, sequence, and data-quality elements). IP-MAPs already provide a ba-
sis specifically for PDDQM, due to their focus on IP production (cf. Section 2.3). More
recent research [Lee et al. 2007b] presents the context-embedded IP-MAP, enhancing
the IP-MAP with swim lanes and a time axis. Therefore, we examine the use of swim
lanes and the time-axis (also implying the sequence of process steps). We further ex-
amine the sequence since, as already pointed out, it is a major differentiation between
PFCs and DFDs. Moreover, swim lanes impact the representation of the sequence,
and the time-axis facilitates the visual representation of the quality dimension time-
liness. To look beyond the TP-MAP to examine how data quality aspects are referred
to in other models (PFC and DFD) or in customized IP-MAPs, we identify further ele-
ments for representing data quality. We discuss the characteristics in the subsequent
sections, including an overview of the characteristics across the modeling languages
(Table VI). In the following overview (Table V), we used parentheses if the character-
istics are referred to but not applied in the model [Mielke 2005] or the characteristic
is provided in a limited way [Keenan and Simmons 2005; Kovac and Weickert 2002;
Meyer and Zack 1996; Xie and Helfert 2010; Zack 1996].

Application of Representational Characteristics. Swim lanes are applied throughout
several process modeling languages (Table VI). In the context-embedded IP-MAP, they
represent stakeholder groups involved into the IP process. The use of swim lanes in
the PFCs and DFDs refers to departments [Kovac and Weickert 2002; Mielke 2005],
external stakeholders [Harkness et al. 1996; Kovac et al. 1997; Kovac and Weickert
2002; Ofner et al. 2012], specific roles [Dejaeger et al. 2010; Klesse et al. 2004], systems
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and databases [Helfert and von Maur 2001; Kovac et al. 1997], and tasks [Harkness et
al. 1996; Kovac and Weickert 2002]. Examples for possible variations within one model
are provided [Dejaeger et al. 2010; Harkness et al. 1996; Kovac et al. 1997; Kovac and
Weickert 2002]. The swim lanes include stakeholders, tasks, and products. In one of
these cases, the swim lanes are applied in the rows and columns, constituting a matrix
with stakeholders and tasks [Kovac and Weickert 2002]. Hence, the model includes
additional information, but it is not possible to add a time axis. Further characteristics
are the time axis and the logical sequence of steps. A time axis shows the time needed
to conduct processes or process steps. The logical sequence shows the logical flow of
the steps regarding the predecessor and successor relations. The time axis is usually
represented by the X-axis and shows the flow of the process (in- or excluding data)
from left to right [Lee et al. 2007b; Mielke 2005]. In this context, the sequence of the
process steps is defined as well. However, most models do not include a time axis, but
the sequence of the process steps.

All PFCs provide a sequence, although in some cases, the clarity of the sequence
is inhibited by additional arcs or elements, which are not clearly separated from the
control flow (e.g., [Meyer and Zack 1996; Xie and Helfert 2010]. An existing sequence
fits the definition of PFCs. However, from most DFDs, the sequence of the processes
can be derived as well (e.g., [Laumann and Rosenkranz 2008; Keenan and Simmons
2005]), although it is not inherent in this process modeling language. DFDs and PFCs
seem to be combined in several cases (e.g., [Davidson et al. 2004; Keenan and Simmons
2005; Mielke 2005]).

Integrating Data Quality into Models. Although the presented models are applied
within projects to assess or improve data quality, the integration of data quality di-
rectly into the models is rather rare. On the other hand, several possibilities exist to
integrate data quality without using IP-MAPs. We structured the identified data-
quality-specific elements into data-quality checks, quality dimensions, and quality
metrics (cf. Tables V and VI). Focusing on the process model representation, we con-
sider data-quality checks as modeling elements determining that some sort of data-
quality check is carried out at one or more points in the process. It depends on the
metadata if the data-quality check is merely an element with a label, some sort of
task, or a more sophisticated modeling element specifically related to data-quality in-
formation. In the case of data-quality dimensions, specific quality dimensions are visi-
bly incorporated into the representation of the process model. Data-quality metrics are
quantifications of data quality.

In the presented models, the applied data-quality elements are mostly data-quality
checks integrated into flow charts or diagrams as process steps [Kovac et al. 1997,
Millard and Lavoie 2000; Thi and Helfert 2007; Zack 1996] or as specific elements
that are attached to process steps [Helfert and von Maur 2001]. In one case, the data-
quality checks are integrated as a swim lane, as the (intermediate) process deliverable
is jointly agreed upon regularly between two parties [Harkness et al. 1996].

Within four models, data-quality checks are not dedicated model elements but tasks
determining that data-quality checks take place [Harkness et al. 1996; Millard and
Lavoie 2000; Zack 1996].

Data-quality checks within IMS or IP-MAPs are dedicated model elements which
can be referred to the according meta data [Ballou et al. 1998; Shankaranarayanan et
al. 2000, 2003]. Beside adapting the IMS or IP-MAP, further approaches exist, relating
data-quality metadata to process models, not necessarily data quality checks [Helfert
and von Maur 2001; Kovac et al. 1997; Mielke 2005; Ofner et al. 2012].

Further approaches exist into which the process models and included data-quality
checks are embedded. Kovac et al. [1997] derive metrics for data-quality dimensions
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timeliness and accuracy, focusing on process hand-offs between stakeholders. Beside
single tasks for checking data-quality, defined data quality measures between pro-
cess hand-offs are indicated by dedicated arcs. Helfert and von Maur [2001] annotate
modeling elements in a data delivery process. The numbered annotations refer to ver-
balized dataflow processes and are linked to data-quality dimensions, according data-
quality indicators, and measuring points to the data delivery process elements. Ofner
et al. [2012] provide a formalized meta model, building on BPMN, for assessing data
quality related to process model tasks.

Two other approaches visibly integrate data quality into single process models with-
out using data-quality checks. Katz-Haas and Lee [2002] focus on timeliness, since
a process’ cycle time led to delayed information provision, thus, causing high costs.
To visualize why information does not arrive in a timely manner, they enhance a pro-
cess model, assigning time stamps to process steps. Without using data-quality checks,
Mielke [2005] provides quality dimensions and metrics to measure data quality within
process models. Moreover, only Mielke [2005] integrates data quality across several
models without applying IP-MAPs. At an abstract level, the model gives an overview of
the most important data-quality dimensions for the main processes and departments.
At a more detailed level, the subprocesses and their IP in- and outputs are provided.
The data quality of each subprocess is determined, using weighted key performance
indicators to measure data quality, based on the most important data-quality di-
mensions. The performance of the subprocesses is summed up to the process perfor-
mance. Furthermore, the overall degree of data quality performance is calculated from
weighted data quality across the processes.

5. REPRESENTATIONAL REQUIREMENTS FOR PDDQM

Based on the primary studies and the use of process modeling languages, we derive
representational requirements for PDDQM. Since the requirements are derived from
several different articles, they constitute an enhanced set of relevant elements for
PDDQM, which needs to be examined in future research. Since the application of
elements within process modeling languages is a subject to interpretation (cf. [Recker
et al. 2010]), in a first step, we describe the identified elements with respect to their
possible redundancy or complementary use with respect to the IP-MAP’s basic mod-
eling elements (cf. Figure 3 within bold frame). We build on the IP-MAP, since it is
applied consistently across the primary studies, and its elements are provided within
a defined process modeling language. Furthermore, the IP-MAP was specifically devel-
oped for the manufacturing process of an IP. However, this specificity may also inhibit
the possibilities for process modeling. We include the requirements from Section 4.4
as enhancements to the IP-MAP (cf. Table V). Additionally, we derive further elements
from the primary studies that we consider relevant for PDDQM and which will be ad-
dressed in more detail. Figure 3 summarizes the requirements based on the primary
studies within their context-specific representation. It shows if they are complemen-
tary or redundant with respect to the IP-MAP elements. We omitted elements that are
not specific for data representation (e.g., events, general textual annotations).

We already presented the application of swim lanes, time axis, and of a given se-
quence. Since swim lanes can be used in several ways, they can serve as organiza-
tional and IS boundaries in the IP-MAP. If both elements are given within one model
or within one process modeling language, the possible application should be clearly
defined to mitigate redundancy of swim lanes and the boundary elements and to allow
for a complementary use.

Assuming a given sequence, a time axis can be included within the IP-MAP, where
the sequence of process steps is provided by the data-flows. That is, the data-flow
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Fig. 3. Process modeling language requirements.

substitutes the control flow, since each process represents necessary processing steps to
produce the IP. Therefore, the data output of a process step is the input of the following
process step. However, control flows can be applied complementary. The combination
of both types of flows is used in customized [Kovac and Weickert 2002; Xie and Helfert
2010] and standardized process models [Ofner et al. 2012]. Therefore, the control flow
would allow for additional modeling possibilities enhancing the IP-MAP, for instance,
representing process steps not directly involved in IP processing.

Regarding data-quality-specific elements, Table V already provides quality checks
and quality dimensions, partially extended by quality metrics. Quality dimensions
and quality metrics facilitate to focus on specific quality dimensions or to priori-
tize importance of quality dimensions or IPs. Within the IP-MAP, quality dimensions
and metrics are not included visibly as elements (cf. Table VI). In contrast, quality
checks are represented by specific elements within the IP-MAP. Within other pro-
cess modeling languages, quality checks are represented through general-process step
elements.

Further elements for representing data within process models might be necessary
in addition to the IP-MAP elements. In one case, elements represent ‘core information’
(e.g., needed to start a subprocess) and ‘reports’ [Mielke 2005]. The several identified
types of IPs (cf. Table III) support the potential need for additional data constructs. Al-
though most IPs constitute reports, they have various purposes and therefore different
characteristics. Consequently, a detailed definition and representation of IPs is neces-
sary for a clear differentiation within organizations. Finally, Mielke [2005] provides
an element for representing a data transformation process, which would be redundant
within the IP-MAP since it focuses on data production and no differentiation between
data and control flows is given. In contrast, in the given example, there is only one
connection, a directed arrow, for linking data elements with processes and processes
among each other. Hence, the process model provides a sequence with events and pro-
cess steps, rather focusing on control flows additionally embedding data processing. In
contrast to the IP-MAP, the process model does not seem to trace the production of a
specific IP. Here again, the differentiation of data and process flow might be important
for considering additional process steps not involved in data processing, allowing for
broader application of the IP-MAP. In such a context, an additional element for data
transformation processes could be used complementarily.

Another difference, specifically between DFDs and IP-MAPs, is the inclusion of data
objects or even data elements within models. Instead of referring to dataflows with
the predefined naming of the IP-MAP (raw data (RD), component data (CD), IP), data
objects’ names can be included within the model. The inclusion of data elements as
textual annotations has to be considered similarly to the data quality dimensions,
whether if these information should be included within the model.
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Table VII. Process Modeling Language and Process Type

7:19

Process type
Process modeling language P S P
IMS, IP-MAP — 1 11
PFC 2 6 9
DFD 1 4 4

IMS = Information Manufacturing System; PFC = Process Flow Chart; DFD = Data Flow
Diagram Deliverables of process: P = tangible product; S = service; IP = information product

6. DISCUSSION
6.1. Data-Quality Management at the Process and Organizational Level

In order to provide the context for our RQs, we examined the types of processes
and organizations at which the PDDQM efforts aim. Since the process type does not
necessarily depend on the type of the organization and IP processes are present regard-
less of the organization’s type (cf. Section 4.1 and Table II), we examined the processes
in more detail. However, for PDDQM to be successful in the long term, we argue that
it is necessary to manage data quality at both levels. The importance of establishing
data-quality management at an organizational level is addressed in extant research
(e.g., [Ana 2010; Otto 2011; Weber et al. 2009]).

We assumed that the process type an influence on the applied process modeling lan-
guage (cf. Section 4.2). However, if we examine which process modeling languages are
applied to model the process types, we do not get a clear picture (Table VII). No pro-
cess modeling language is exclusively used for a specific process type. Even a process
delivering a tangible product can be consequently modeled from an IP perspective, re-
spectively, from an internal information consumer perspective [Thi and Helfert 2007].
Although TP-MAPs and related languages are only applied in one case to model a ser-
vice process, this might be due to our literature selection, since most processes are IP
processes. Regarding the IP processes, no clear pattern can be derive, because different
languages are applied to model IP processes. In contrast to our assumption, we argue
that the process modeling language influences how a process is perceived, especially
due to separating (tangible) products from services (cf. Section 3.3). For example, the
delivery of an IP could be customized by the consumer (cf. [Zack 1996]), constituting
a service, or reports are not solely delivered but additionally bounded to a consulting-
service (cf. [Kovac et al. 1997]).

6.2. Methodologies and Process Modeling Languages

Methodologies for PDDQM are highly customized, and even if particular methodolo-
gies are referred to, the phases and methods applied vary (cf. Section 4.3 and Table IV).
The context dependency of data quality also leads to several conceptualizations and
methodologies for assessing and improving data quality in specific contexts (e.g.,
[Knight 2011; Lin et al. 2007]). Besides using already contextspecific methodologies,
another possibility for adjusting methodologies to a specific organizational context is to
provide a customizable toolbox with several methods across, for instance, the TDQM
phases (cf. CSDQ methodology [Keenan and Simmons 2005]). The process modeling
languages are applied heterogeneously across methodologies’ phases as well. A de-
termination of the process modeling language based on the data-quality methodology
cannot be derived. Regarding the rather low data-quality management maturity across
sectors [Aiken et al. 2007; Glowalla and Sunyaev 2012b], further research is necessary
to identify adequate data-quality management approaches for organizations.
Moreover, most data-quality management efforts are reactive, and the identifica-
tion of root causes for data quality issues is prevalent (cf. [Balka et al. 2012; Eppler
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2001; Harkness et al. 1996; Kahn et al. 2001; Katz-Haas and Lee 2002; Klesse et al.
2004; Sulong et al. 2012; Xie and Helfert 2010]). This focus is not surprising, since the
causes for low data quality may not be simply linked to visible problems. But besides
seeking to identify root causes of errors and to eliminate them, PDDQM also proposes
sustaining the improvements. Sustaining or continuously improving data quality is
important (e.g., [Dravis 2005; Keenan and Simmons 2005]). Therefore, successful re-
active data-quality efforts should be used as a basis for the development of proactive
methodologies. An example is provided by Harkness et al. [1996], where the success
of reactive methodologies led to the development of a proactive methodology to assure
data quality for newly developed processes. In such cases, it would be necessary not
only to keep up improvement on specific processes, but to standardize data-quality
approaches. Another example for the need of a proactive methodology is the founda-
tion of a new organization [Kovac and Weickert 2002]. A major step towards proactive
PDDQM is the integration of the data-quality perspective into broadly-used process
modeling languages (e.g., [Ofner et al. 2012]). Such enhanced process modeling lan-
guages may build awareness and provide a basis for addressing data quality during
process design. Although not considered in detail in this article, CEDs might be help-
ful for identifying root causes for specific data-quality issues. Specific process models
for PDDQM would support identification of reasons for poor data quality and to pro-
vide additional context, for instance, about involved shareholders and systems. Finally,
data-quality research identifies generic root causes for data-quality issues [Eppler
2001; Lee 2006; Liu and Chi 2002;]. The presented generic principles for improving
data-quality constitute another step towards a proactive methodology for data-quality
management. Using general principles instead of the numerous data-quality criteria
could decrease complexity of data-quality management.

6.3. IP-MAP and Its Benefit

With the results showing the possibilities of integrating data quality into existing mod-
els, the benefit of IP-MAPs could be questioned. Whether data quality is integrated
marginally or in a holistic way, both seem possible with the enhancement of exist-
ing models or process modeling languages (e.g., cf. [Klesse et al. 2004; Mielke 2005]).
However, the perspective of IP-MAP brings important advantages. IP-MAP focuses on
the delivery of a specific IP and, similar to a PFC, on the necessary sequential steps
to manufacture such an IP. Additionally, it presents the necessary (raw, component)
data and its sources. ‘Necessary’ means that the presented dataflow is limited to the
purpose of producing the IP. The focus on a specific IP and its manufacturing pro-
cess makes it possible to add further elements (databases, stakeholders, pre- and post-
conditions of data- or information products etc.) into the model and reduce abstraction
while keeping an understandable model. Furthermore, other IP-specific information
can be linked more easily, whether within the model or referenced in additional doc-
umentation, for example, the IMS analysis matrix [Ballou et al. 1998] or metadata
[Shankaranarayanan et al. 2000].

6.4. Integration of Different Process Models

Process modeling languages are applied heterogeneously. They are enhanced (e.g.,
[Katz-Haas and Lee 2002; Lee et al. 2007b]) or combined (e.g., [Davidson et al. 2004;
Mielke 2005]). This heterogeneity poses a problem in terms of tool support (e.g.,
[Fahland et al. 2011; Koschmider et al. 2011]) and understanding between stakehold-
ers with customized process modeling languages. However, using mature and known
models and adjusting them to emerging needs might be useful in terms of model ac-
ceptance and understanding within an organization. Furthermore, a model can pro-
vide several perspectives on a single process (e.g., cf. [Katz-Haas and Lee 2002; Klesse
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et al. 2004; Mielke 2005]). Thus, we consider the integration of different models an
important topic, especially since data quality can be integrated into existing process
modeling languages (cf. Table VI) and IMS and IP-MAPs seem to be used rather sel-
domly, even when applying TDQM (Table IV). In this context, integration does not
necessarily refer to the use of one model for all purposes, but to keep up comprehensi-
bility across different and possibly customized models. Comprehensibility is essential,
since process models are widely used for documentation and communicating processes
[Bandara et al. 2005; Davios et al. 2006]. Process stakeholders must have sufficient
knowledge about the context, that is, to know ‘what’ data are collected ‘how’ and ‘why’
in order to solve data-quality problems [Lee 2003; Lee and Strong 2003]. The pri-
mary studies show some examples of limited model integration [Davidson et al. 2004;
Kovac and Weickert 2002; Klesse et al. 2004]. The integration ranges from referring
to process steps throughout models by numbering them [Klesse et al. 2004] through
presenting the same objects from different models within one integrating model with
a different perspective [Davidson et al. 2004] to specifying processes from a more ab-
stract view [Kovac and Weickert 2002]. In the last case, although swim lanes are ap-
plied, the stakeholder naming differs, and the presented specific process is not visible
in the overview model. More consequent integration is provided as well [Helfert and
von Maur 2001; Mielke 2005], applying overview models to integrate models into a
broader context and to derive and use swim lanes, processes, and data-quality ele-
ments consistently.

6.5. Integration of Data Quality into Process Models and Languages

We identify several requirements from the customized process modeling languages
that can extend the IP-MAP (cf. Figure 3). These requirements either allow for a
broader application of the IP-MAP, for instance, including control flows, or for a more
specific application, for instance, including elements to refine the representation of
data. However, as pointed out previously, the customized models should be integrated.
Providing integration may be a reason why organizations stick to existing process mod-
eling languages for PDDQM. This leads to the question of whether the benefits of the
IP-MAP could be realized, respectively integrated, within an already broadly accepted
process modeling language. Despite upcoming research (e.g., [Cappiello et al. 2013;
Ofner et al. 2012]), the existing lack of application of current process modeling lan-
guages for PDDQM in which data and control flows can be modeled, is a research
gap. Other modeling elements, such as the several kinds of gateways, could have an
impact on process modeling from a data-quality perspective. Adequate definition and
representation of information is necessary for efficient and, for instance, automated
processes [Glowalla and Sunyaev 2012a; Zhao et al. 2012]. New requirements arise for
process modeling from an information perspective. Representational analysis using
the Bunge-Wand-Weber representation model would allow for an overlap analysis
[Green et al. 2007; Weber 1997]. That is, comparing IP-MAPs with other process mod-
eling languages with respect to a minimal redundancy of elements and a maximum
completeness for the representation of real-world phenomena. Furthermore, such an
analysis should take into account the additional requirements and elements identi-
fied in our study (cf. Figure 3). These requirements represent the organization-specific
level of representational analysis, that is, how organizations apply a process modeling
language (cf. [Rosemann et al. 2009]). The adequate representation is important in
order to cover practitioners’ needs and to keep the process modeling language under-
standable to facilitate adoption.

Given the identified primary studies, we focus on the integration of data quality into
process model instantiations. A visible integration of data quality into process models
facilitates awareness and understanding of data-quality issues within processes across
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stakeholders, including non-modeling experts. The IP-MAP allows visible integration,
facilitating communication across stakeholders (modeling and non-modeling experts)
while providing a data-quality metamodel for a sophisticated definition of data-quality
metrics [Shankaranarayanan et al. 2003]. If integrated into a specific process modeling
language, the metamodel needs to define the possible application of the data-quality
check within the process model instantiations. Moreover, allowing for process automa-
tion, continuous control, and tool support, a structured approach with a clearly defined
meta-model is necessary. Ofner et al. [2012] provide such a sophisticated enhance-
ment of BPMN for the integration of data-quality information. A clear visualization
of data-quality aspects within the process model is neglected, but the extension of
the BPMN metamodel is a complementary approach to the visible integration of data
quality. Moreover, BPMN may leverage familiarity due to its broad application. Cap-
piello et al. [2013] build on BPMN as well and develop a data-quality-aware process
design methodology. Their process-driven methodology supports linking data-quality
issues to root causes and defining improvement activities. The integration of data
quality into broadly-applied process modeling languages is at an initial but promis-
ing stage and would allow for a proactive approach to PDDQM right from the process
design.

Both approaches, integrating data quality visibly into process model instantiation
and building on clearly defined process modeling languages supporting PDDQM, are
complementary and should be applied depending on the modeling purpose. The visible
integration facilitates communication across stakeholders, especially if non-modeling
experts are involved. For instance, a conceptual model with a broad set of data-quality
dimensions can be used for an intuitive process-driven approach, allowing an in-depth
exploration of the production and control of critical IPs [Glowalla et al. 2014]. Such
a pragmatic approach is adequate for exploring unstructured or knowledge-intensive
processes and might support process design in early stages. The final design, imple-
mentation, and ongoing control of processes should be supported by clearly defined
process modeling languages in order to assure correct process models, process execu-
tion, and high data quality with a long-term perspective.

6.6. Limitations

Our literature review aims at a detailed analysis of process modeling languages and
their application. Therefore, we considered articles describing such an application of
process-driven data quality. This rather specific selection led to a small number of ar-
ticles. Hence, a generalization beyond the identified articles regarding the application
of process modeling languages and methodologies is not possible.

The research approaches in the articles are heterogeneous, that is, rather explo-
rative approaches, deriving (enhanced) methodologies for data-quality management
in contrast to the use of existing methodologies. Since each article focuses on specific
aspects of a case, it remains open for further research how far the described method-
ologies and process modeling languages reflect real-world cases, especially since in
some articles, the presented methodologies or phases might be used only to structure
the article. Being aware of the limited possibility for making general statements, we
focused on the heterogeneity and the many possibilities that arise from their detailed
exploration.

Finally, we explicitly excluded processes that are inherent to IT-systems (e.g., the
optimization of data warehouse internal processes). It should be mentioned that, for
instance, TDQM is applied in this context as well (e.g., [Nadkarni 2006]). This corrob-
orates the view that the methodologies can be used as generic concepts and that it is
necessary to provide methods for specific applications.
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7. CONCLUSION
7.1. Implications for Practice and Research

Regarding RQ1, we provide a detailed synthesis of how organizations apply pro-
cess modeling languages within PDDQM. The organization or process types do not
determine the process modeling language. Regarding PDDQM methodologies, TDQM
is most often referred to. However, the phases and methods (including process mod-
eling languages) that are defined by the methodology are seldom applied. TDQM is
used as a general concept to improve data quality, to structure data-quality programs
at an abstract level, or it is applied as a data-quality methodology to improve specific
processes. Although IMS is part of TDQM, we cannot derive a dependency of the use
of TDQM and of IMS or its extension, the IP-MAP. Organizations customize existing
process modeling languages and do not prefer a specific process modeling language
for PDDQM.

Regarding RQ2, we identified process modeling requirements for PDDQM, examin-
ing instantiations of process modeling languages. Process modeling with an emphasis
on data quality can be realized in several ways. The IP-MAP focuses specifically on
the production of one IP. However, our results show possibilities of either broadening
or refining the application of IP-MAPs. Moreover, our review presents process mod-
eling languages that already provide useful characteristics for PDDQM and are used
in several organizations. Either way, it is necessary to consider the integration of dif-
ferent process modeling languages and their organization-specific application to fulfill
practitioners’ needs.

Using Existing Process Models for an Initial Engagement in Data Quality. In current
practice, the data-quality perspective can be integrated within and across PFCs and
DFDs. The models’ differentiation is vague, since the process models are enhanced
or combined. How an existing process model can be enhanced depends on the exist-
ing representational characteristics. In order to support adoption, the models should
be kept familiar for stakeholders. Then, enhancing existing process models creates
awareness for data quality without radical changes in the existing model landscape
and counteracts the problem of missing data-quality management.

Defining Critical IPs to Apply IP-Centric Process Models. An organization which
seeks to improve its processes with respect to data quality should be aware of its main
internal and external deliverables and clearly classify them, especially if the deliver-
able is an IP that can be delivered in several ways or is attached to a service. The
application of IP-MAPSs, or at least an IP production perspective, depends on the im-
portance of the IP and the amount of information that should be represented. We argue
that enhancing mature models with additional data-quality information is a first step
towards this IP definition, especially if data-quality problems occur that cannot be at-
tributed to a single IP. IP-MAPs can yield further advantages if data quality efforts
are concentrated on specific (critical) IPs. Then the product perspective is helpful for
describing the IP and its flow within a broad scope at a detailed level [Glowalla et al.
2014]. This application implies an iterative approach to data-quality management and
allows for leveraging the organization’s proven process modeling languages.

Bridging the Organizational and Process Level with a PDDQM Methodology. For
sustainable PDDQM, methodologies, for instance, TDQM and CSDQ, bridge the gap
between the organizational and process level, providing general guidelines and tech-
niques for data-quality improvement to align process improvements. Moreover, con-
tinuous application and improvement of a PDDQM methodology facilitate transition
from initial, reactive PDDQM to proactive approaches (Section 6.2).
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The encountered heterogeneity of the application and customization of method-
ologies (cf. Section 4.3) inhibits general recommendations about which methodology
should be used in what way. Overall, organizations tailor methodologies and included
methods to their specific needs. Existing methods and process modeling languages
might be incorporated to lever familiarity instead of switching to new and unknown
ones. Further research is needed to examine how to use existing methodologies to
meet an organizations’ requirements for PDDQM, including customizable methodolo-
gies that already suggest several methods within, for instance, a toolbox.

Identifying or Developing an Adequate Process Modeling Language for PDDQM. The
integration of different process models is an important and apparently underestimated
issue. Every production of tangible products and services carries information that is
somewhere created, updated, and maintained. Therefore, organizations need to con-
sider several different processes and their models for IP production. Since IP-MAPs
are still evolving and other process modeling languages are used for PDDQM, the
integration of IP-MAPs and other broadly used process modeling languages should be
addressed (e.g., [Cappiello et al. 2013; Lee et al. 2007a; Ofner et al. 2012]). With respect
to upcoming application of current process modeling languages with a data-quality fo-
cus, for instance, BPMN [Cappiello et al. 2013; Ofner et al. 2012], we see a research gap
from the data-quality perspective in process modeling. The Bunge-Wand-Weber repre-
sentation model allows comparing IP-MAPs with other process modeling languages
[Rosemann et al. 2009] to provide a meaningful combination of languages or even a
substitution for IP-MAPs. An example for complementing the IP-MAP is the specific
modeling element for reports applied in Mielke [2005], especially since most IPs can
be categorized as reports (cf. Table III). To cover practitioners’ needs and further sup-
port the adoption of a new or enhanced process modeling language, the identified re-
quirements (Figure 3) are a basis for enhanced use and further research. However, for
improving automation, control, and tool support of process modeling languages (e.g.,
[Fahland et al. 2011; Koschmider et al. 2011; Meda et al. 2010]) a substitution might
be desirable.

The integration of elements into process model instantiations and the development
of process modeling languages supporting PDDQM are both feasible approaches and
should be applied according to the modeling purpose. BPMN might be an adequate
platform to bridge the gap between a visible and pragmatic approach for process
exploration and communication as well as documenting final processes.

The potential negative impact on ontological clarity needs to be examined if a pro-
cess modeling language, such as BPMN, provides high coverage and thus potential
use of redundant modeling elements (cf. [Recker et al. 2010; Wand and Weber 1993,
1995]). Additionally, understandability and complexity need to be ensured in process
modeling [Reijers and Mendling 2011], especially if enhancing process models, for in-
stance, with data-quality aspects [Glowalla and Sunyaev 2013b]. Besides the process
modeling language itself [Recker 2010b], the familiarity with existing process mod-
eling languages affects its use [Recker 2010a]. Research on model understandability
or complexity, respectively, needs to assess the right trade-off between familiarity and
usefulness of a new or enhanced process modeling language and its instantiations.
Several factors have to be considered, which could be categorized as contextual factors
[Rosemann et al. 2008], personal factors related to the model reader, and factors re-
lated to the model itself [Reijers and Mendling 2011]. Quality frameworks, pragmatic
guidelines, and process model quality metrics [Mendling et al. 2010] could be applied
to keep models understandable after integration of data-quality elements [Glowalla
and Sunyaev 2013b]. Both approaches—enhancing an existing or developing a new
process modeling language—ask for further, differentiated research. Practitioners and
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researchers should be aware of both approaches and according trade-offs to allow for a
holistic PDDQM methodology in the long term.

7.2. Contribution and Impact

The article represents a thorough literature review and analysis of PDDQM which, to
our knowledge, have not been done before.

For scholars, this critical literature review is a sound basis of the body of knowl-
edge in PDDQM process modeling. According to our results, there is much potential
for further research in order to develop a methodology, with tools and techniques for
holistic and sustainable PDDQM. The results provide researchers with a detailed view
on the application of methodologies and process modeling languages at the organiza-
tional and process level. The results show current gaps, further requirements, and
trade-offs, questioning the adequacy and operationalization of extant methodologies
and process modeling languages. Moreover, by presenting potential future research
for developing and validating process modeling languages, this article guides scholars
who aim to improve PDDQM.

The results show practitioners which and how methodologies and process modeling
languages are applied for PDDQM. While supporting choosing solutions for their spe-
cific organizational setting, it also sensitizes practitioners to the fact that currently no
standard solutions are available. A label to a methodology like TDQM might refer to a
plethora of potential application choices and customizations. We enable practitioners
to scrutinize the application of methodologies and process modeling languages for their
PDDQM efforts. The presented results increase awareness of possibilities and of po-
tential effects when tailoring PDDQM methodologies and process modeling languages
to their context-specific needs.

APPENDIX

These are the 74 Journals used in the literature review. Academy of Management
Journal; Academy of Management Review; ACM Computing Surveys; ACM Journal
of Data and Information Quality; ACM Transactions on Computation Theory; ACM
Transactions on Computer Systems; ACM Transactions on Computer-Human Inter-
action; ACM Transactions on Database Systems; ACM Transactions on Information
and System Security; ACM Transactions on Information Systems; ACM Transactions
on Intelligent Systems and Technology; ACM Transactions on Internet Technology;
ACM Transactions on Knowledge Discovery from Data; ACM Transactions on Mod-
eling and Computer Simulation; ACM Transactions on Multimedia Computing Com-
munications and Applications; ACM Transactions on Reconfigurable Technology and
Systems; ACM Transactions on Software Engineering and Methodology; Admin-
istrative Science Quarterly; Al Magazine; Artificial Intelligence; Business Process
Management Journal; California Management Review; Communications of the ACM;
Communications of the AIS; Computers and Operations Research; Data & Knowledge
Engineering; Decision Sciences; European Journal of Information Systems; Harvard
Business Review; Human-Computer Interaction; IEEE Computer; IEEE Software;
IEEE Transactions on Communications; IEEE Transactions on Computers; IEEE
Transactions on Engineering Management; IEEE Transactions on Evolutionary Com-
putation; IEEE Transactions on Industrial Informatics; IEEE Transactions on Knowl-
edge and Data Engineering; IEEE Transactions on Reliability; IEEE Transactions on
Services Computing; IEEE Transactions on Software Engineering; IEEE Transactions
on Systems, Man, and Cybernetics; IEEE Transactions on Systems, Man, and Cyber-
netics, Part A: Systems and Humans; IEEE Transactions on Systems, Man, and
Cybernetics, Part B: Cybernetics; IEEE Transactions on Systems, Man, and Cyber-
netics, Part C: Applications and Reviews; Information & Management; Information
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Processing & Management; Information Systems; Information Systems Frontiers;
Information Systems Journal; Information Systems Research; Information Technology
and People; Informing Science; International Journal of Electronic Commerce; Inter-
national Journal of Information Quality (searched manually); Journal of Computer
and System Sciences; Journal of Database Management; Journal of Global Informa-
tion Management; Journal of Global Information Technology Management; Journal
of Information Technology; Journal of Management Information Systems; Journal of
Strategic Information Systems; Journal of the ACM; Journal of the AIS; Journal on
Computing; Management Science; MIS Quarterly; Operations Research; Organization
Science; Sloan Management Review; The DATABASE for Advances in Information
Systems.

The following journals were not available and therefore not included: Database
Programming and Design; Journal of Management Systems; Journal of Information
Management; MISQ Discovery.
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