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Metaheuristic Scheduling for Cloud: A Survey

Chun-Wei Tsai and Joel J. P. C. Rodrigues Senior Member, IEEE

Abstract—Cloud computing has become an increasingly im-
portant research topic given the strong evolution and migration
of many network services to such computational environment.
The problem that arises is related with efficiency management
and utilization of the large amounts of computing resources. This
paper begins with a brief retrospect of traditional scheduling, fol-
lowed by a detailed review of metaheuristic algorithms for solving
the scheduling problems by placing them in a unified framework.
Armed with these two technologies, this paper surveys the most
recent literature about metaheuristic scheduling solutions for
cloud. In addition to applications using metaheuristics, some
important issues and open questions are presented for the
reference of future researches on scheduling for cloud.

Index Terms—Cloud computing, metaheuristics, scheduling.

I. INTRODUCTION

HE goal of a scheduler [1]-[5] is to find ways to appro-
priately assign tasks to limited resources that optimize
one or more objectives. It is generally believed that modern
scheduling approaches can be dated back to Johnson’s study
[6]. Nowadays, scheduling is widely used in different applica-
tions, such as manufacturing of printed circuit boards, power
system control, and scheduling of multimedia data objects on
the World Wide Web (WWW) [3]. Since one of the important
applications of modern scheduling is the assignment of tasks
from users of the Internet to limited resources on distributed
computing systems, from the 1980s until now, these systems
have undergone several changes. One of the early changes
was the emergence of cluster systems that integrate a number
of standalone computers together to work as a single system
[7], [8]. To overcome the problem of cluster systems being
only able to use local resources, the next change, grid, has
been developed to combine all the available heterogeneous
resources from geographically distributed institutions [9]. A
recent change is the shift to cloud computing systems [10]—
[13] that leverage the strengths of cluster and grid.
Given the seemingly unlimited computing resources of the
new type of computing systems, unfortunately, there exist no
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polynomial time-scheduling algorithms to optimize the allo-
cation of these computing resources because most scheduling
problems are either NP-hard or NP-complete [14]. Taillard
[15] presented a simple example to explain the dilemma we
are facing, that is, less than 0.02% of the candidate solutions
are between the makespan of the optimum solution and 1.01
times the makespan of the optimum solution. This example
tells us that it will be very difficult to find the optimum
solution for large problems. As a consequence, researchers
have focused on seeking a good algorithm to solve scheduling
problems.

Two common methods for scheduling on current computer
systems are exhaustive algorithm and deterministic algorithm
(DA). In practice, DAs [16] are much better than traditional
exhaustive algorithms because DAs are faster for scheduling
problems. However, the two main disadvantages of DAs are
in that they are not designed for all the data distributions, and
most DAs are inappropriate for large-scale scheduling prob-
lems. Unlike DAs and the exhaustive algorithm, metaheuristic
algorithms (also called approximate algorithms) employ iter-
ative strategies to find solutions in a reasonable time. Numer-
ous research results [15], [17]-[20] were presented to show
that metaheuristic scheduling algorithms can provide better
scheduling results than traditional scheduling algorithms.

However, their focus is not on cloud computing environ-
ment. Although many scheduling methods have been shown
successful on different computing environments (i.e., grid
computing or clustering computing), and some of the ideas
of these scheduling methods perhaps can be directly used
on cloud computing scheduling, they are not designed for
cloud computing and thus may not be the best scheduling
strategy. This paper not only provides a systematic description
of scheduling but also gives a bridge to associate traditional
scheduling with metaheuristic scheduling to provide a guide-
line for the researchers focusing on traditional scheduling to
shift to metaheuristic scheduling on cloud computing systems.
Note that metaheuristic algorithms are used in this paper
to differentiate traditional heuristic algorithms from modern
heuristic algorithms.

The remainder of this paper is organized as follows.
Section II begins with a brief introduction to traditional
scheduling. The main purpose of Section III is to use a unified
metaheuristic framework to associate metaheuristic scheduling
algorithms with others to reduce the effort in learning these
algorithms. Section IV gives a brief review of metaheuristic
scheduling on cloud, which includes the characteristics of
scheduling problems, measurements, and algorithms presented
to solve them. Conclusions and future trends are drawn in
Section V.
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Fig. 1. Simple example illustrating how a set of given tasks are allocated
to a set of given machines. (a) Due day and completion time of each task.
(b) Results obtained by assigning all the tasks to a single machine. (c) Results
obtained by assigning all the tasks to a parallel machine.

II. TRADITIONAL SCHEDULING

The so-called scheduling problem [3], [21], [22] can usually
be considered as a problem the objective of which is to allocate
a set of given tasks 7' = {1}, T»,...,T,} to a set of given
machines M = {M,, M,, ..., M,,} subject to the constraints of
optimizing one or more predefined measures or objective func-
tions. When there is one and only one machine, i.e., m = 1, the
scheduling problem is referred to as a single processor (single
machine) scheduling problem. When there is more than one
machine, i.e., m > 2, the scheduling problem is regarded as
a multiprocessor (parallel machine) scheduling problem. The
objective functions makespan, lateness, tardiness, flowtime,
and their variants are widely used in scheduling studies to
measure the performance of scheduling algorithms. For the
details and other measurement methods, readers are referred
to [1] and [22].

A simple example is given in Fig. 1 to make the idea more
concrete. The example shows the results of assigning a set of
six tasks, with the due day and completion time of each task
given in Fig. 1(a), to a single machine and a parallel machine.
In the case of a single processor (single machine), the results
are as shown in Fig. 1(b). That is, with n = 6 and m = 1,
if the objective function is makespan, then Cp,x = 12 for the
given solution (6, 1, 2, 5, 4, 3). If the objective function is the
number of tardy jobs,1 then the same solution gives Ui = 1.
In the case of a parallel machine, the results are as given in
Fig. 1(c), which show that if there are two machines (i.e.,
m = 2) and the same objective function is used, then Cpx =7
with the solution (6, 1, 2, 5, 4, 3). However, Fig. 2(a) shows
that the makespan Cp,x can be improved because the total
completion time is 12, and the makespan possible is 6. As
most studies attempt to adjust the combinations (74 and T3)
on the critical path (7§, Ty, and T3) [23], the example given in
Fig. 2(b) shows that the makespan Cp,x can be reduced from
7 to 6. These examples illustrate that different constraints and

IThat is, the number of tasks that does not meet its due date.
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Fig. 2. Simple example used to explain how to improve the scheduling
results given in Fig. 1(c).

object functions can be used to make the problem conform to
the situation we are facing.

Because scheduling is widely used in many problem do-
mains, several studies [1], [4], [16], [24], [25] attempted to
present a taxonomy of scheduling problems in terms of the
description of jobs (e.g., processing time, release date, due
date, and weight), machines (e.g., single versus multiple), and
other details, such as preemption versus nonpreemption, prece-
dence versus nonprecedence, batch versus nonbatch, sequence-
dependent versus sequence-independent, and online versus
offline. These are the constraints that are often employed to
differentiate and describe scheduling problems. A three-field
notation, «/B/y, was presented in [24] to describe all the
scheduling problems. In this notation, o specifies the type
of machine, such as single machine, parallel machine, flow
shop, and job shop; B specifies the processing characteristics
and constraints, such as sequence-independent or sequence-
dependent; and y specifies the measures, such as makespan
or the number of tardy (late) jobs. The length of time was
used in [16] to classify scheduling into five levels: long-
range planning, middle-range planning, short-range planning,
scheduling, and reactive scheduling/control. For more details
of the traditional scheduling algorithms, readers are referred
to [1] in which not only a comprehensive survey of the
traditional scheduling algorithms but also valuable comments
from various perspectives were given.

III. METAHEURISTIC SCHEDULING ALGORITHMS
A. Unified Framework of Metaheuristics

We begin with a framework of metaheuristics, followed by
an introduction to the metaheuristic algorithms inspired by
evolution program (EP) [26]. Unlike EP, which assumes that
the solutions to be passed on to the next iterations are selected
by a particular mechanism, the presented framework expands
the scope of EP to contain a larger number of metaheuristic
algorithms. The number of solutions searched each iteration
can be one or more, and the determination operator instead
of the selection operator is used to break the limitation by
selecting some of the current solutions to pass them on to
later iterations.

As Algorithm III-A shows, the initial, transition, evaluation,
and determination operators are employed in this framework
where s denotes the current solution, v the candidate solution,
and f the evaluated value of s. In addition to these operators,
how the solution is encoded (represented) is a critical issue
for applying metaheuristic algorithms to scheduling problems.
Also, to simplify the discussion that follows, T, E, and D will
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Algorithm 1 Metaheuristic Algorithm

Algorithm 2 Hill Climbing

1: Create the initial solution s

2: While the termination criterion is not met
3 v = Transition(s) T

4: f = Evaluation(v) E

5 s = Determination(v, f) D

6: End

be used to denote, respectively, the transition, evaluation, and
determination mechanisms of each algorithm described in this
paper.

1) Transition: This operator plays the role of changing?
the current solution(s) to the next state. Perturbative and
constructive [27] are the two common transition methods for
combinatorial problems. Depending on the design of meta-
heuristics, of course, this operator can be very simple or very
complex.

2) Evaluation: This operator is responsible for evaluat-
ing the value of the objection function of the problem in
question, such as makespan of a scheduling problem. Some
metaheuristics do not employ an objection function to measure
the solutions directly. Instead, they use other measurement
mechanisms to determine the value in the decision space. Since
the value can be evaluated either in the objective space or in the
decision space, this implies that the value may not represent
the true quality of the solution of the optimization problem.

3) Determination: This operator plays the role of guiding
the search. That is, this operator determines not only the
directions but also the intensification or diversification of the
search, which in turn may influence the convergence speed.

The example given in Fig. 3 illustrates how a metaheuristic
algorithm for the scheduling problem works, i.e., how the
metaheuristic algorithm uses the transition, evaluation, and
determination operators to search for the solutions. In this ex-
ample, the transition operator is a swap operator that is aimed
at exchanging subsolutions of the same solution or of different
solutions, such as exchanging subsolutions 3 and 4 of solution
s1 and exchanging subsolution 4 of solution s; and subsolution
3 of solution s,. Exchanging subsolutions of solutions usually
needs a repair mechanism to make sure that the solution is
legal for the problem after they are exchanged. The evaluation
operator in this example is a fitness function to evaluate the fit-
ness values f; of these solutions. As for the determination op-
erator of this example, the metaheuristic algorithm will employ
a predefined mechanism to determine and choose solutions that
have a better chance to end up being the optimal solution. As
this example shows, because f) is better than the others, it has
a better chance to be passed on to the next iteration.

B. Metaheuristic Algorithms for Scheduling

1) Single-Solution-Based Metaheuristics: A well known
iterative greedy algorithm, hill climbing (HC), is given in
Algorithm III-B to illustrate the basic structure and idea of
metaheuristics. T and E on line 3 of Algorithm III-B indicates

2This operator is also known as the move, recombination, change, or alter
operator in other research works.

1: Randomly create the initial solution s
2: While the termination criterion is not met

3: v = NeighborSelection(s) T— E
4: If v is better than s, then s = v D
5: End

Algorithm 3 Simulated Annealing
1: Set the initial temperature according to the annealing
schedule

2: Randomly create the initial solution s

3: While the termination criterion is not met

4: v = NeighborSelection(s) T— E

5. If v satisfies the probabilistic acceptance criterion
D

6: S=vV

7: Update according to the annealing schedule T

8: End

that this operation involves two mechanisms: transition and
evaluation of HC. As far as this example is concerned, the
transition mechanism is used to create neighbors on which the
evaluation mechanism is performed and then the best solution
is chosen. After that, D on line 4 denotes the determination
mechanism of HC performed which compares the new solution
(also called candidate solution) with the current solution and
then uses the better one as the starting point of search at the
next iteration.

The simulated algorithm (SA) can be used to illustrate that
a simple change (as shown in lines 5 to 7 of Algorithm III-B1)
can make an iterative greedy algorithm a metaheuristic
which was first presented by Kirkpatrick et al. [28] and
Cerny er al. [29]. The basic idea of SA is to occasionally
accept nonimproving solutions so as to escape from local op-
tima during the convergence process. To emulate the annealing
process, a method that is commonly used in computing the
probability of accepting nonimproving solutions is defined as

follows:
B —f() — f(s)
P, =exp (q;) )

where f(-) denotes the evaluation function; s the current solu-
tion; v the new solution; and W the temperature. As shown in
Algorithm III-B1, like the HC, the SA is an iterative algorithm
that starts with a random initial solution and searches the
neighbors of the current solution for the next solution; unlike
the HC, bad solutions have a small chance to be accepted
as the next search direction (solution) of SA. That is why
SA usually can provide a better result than HC because by
accepting bad solutions from time to time, it can mitigate the
premature problem® of almost all iterative algorithms, such as
local search algorithm, DAs, and stochastic algorithms.

Four different strategies—interchange neighborhood, shift
neighborhood, ordered search, and random search—were com-

3By the premature problem, it means the problem of falling into local
optimum at early iterations on the convergence process.
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Fig. 3.
the evaluation operator, and the determination operator.

pared in [30] for analyzing what kind of combination can
provide better results for the flow-shop scheduling problem
than for the others. As observed by Osman and Potts [30], the
SA with shift neighborhood and random search provides better
results than the other combinations which also outperform
Nawaz, Enscore, and Ham’s algorithm (NEH) and its variants
in terms of the quality of the solutions on average. A more
recent study [17] applied SA to the job-shop scheduling
problem in which the neighbor selection operator (i.e., the
transition operator with the framework) only swaps (transits)
subsolutions on the critical path. In addition, simulations are
given to show the impact of annealing schedule.

Different from SA that accepts bad solutions occasionally
to escape from the local optima, Glover [31]-[33] presented
the tabu search (TS) to avoid searching the same solutions
frequently. The TS keeps track of solutions recently visited
into a tabu list to solve this problem, as shown in lines 1 and 4
of Algorithm III-B1. Like HC and SA, the TS algorithm starts
with a single solution and then tries to find a neighbor of the
current solution as the next solution, with the constraint that
the new solution cannot be in the tabu list. If the new solution
v (as shown in line 5 of Algorithm III-B1) is accepted, then it
will be inserted into the tabu list and will stay in the tabu list
until it is replaced by another new solution. The convergence
process of TS can then avoid searching the same solutions for
a while depending on the size of the tabu list, thus forcing the
search algorithm to search for regions not on the same local
optimum region.

The simple TS was employed to solve the flow-shop
scheduling problem in [15]. In order to reduce the computation

T v =(6,1,2,5,§,4} 1“3:{1'4:5:‘?’:2’6)
st edes, L) = (L,Q, £ 4,5,6)
fi=86 fs="T
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Simple example illustrating how a metaheuristic algorithm for the scheduling problem works. T, E, and D denote, respectively, the transition operator,

Algorithm 4 Tabu Search

1: Empty the tabu list

2: Randonly create the initial solution s

3: While the termination criterion is not met
4 v = NonTabu-NeighborSelection(s) T— E
5. If v satisfies the improving conditions D
6
7
8

S=V
Update the tabu list based on s T
: End

time of TS, a parallel version of TS that uses the master and
slave model was presented in the same study. The master
is responsible for keeping the tabu list, while the slaves
are responsible for finding better candidate solutions from
the neighbors of the current solutions not in the tabu list.
According to the observation of Taillard [15], TS can provide
a better result than NEH in terms of not only the quality but
also the computation time. In addition, the parallel version of
the TS can be used to reduce the computation time of the
TS. A more recent study [34] presented a new search strategy
for TS for the job-shop scheduling problem. Two methods
are employed in this paper to create the neighbors: the first
method is to swap any two subsolutions (operations) on the
same machine if they are on the critical path; the second
method is to swap at least one subsolution not on the critical
path, for if the adjustment is applied to only subsolutions on
the critical path, makespan cannot be reduced. Moreover, the
same study presented an adjustable tabu list the size of which
can be dynamically increased and decreased to balance the
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Algorithm 5 Genetic Algorithm
1: Randomly create the initial population s
2: While the termination criterion is not met
3: f = FitnessFunction(s) E

4 v = Selection(s, f)

5: v/ = Crossover(v)

6: v" = Mutation(v0)

7.

8

D
T
T

: s = Reproduction(v00)

: End

intensification and diversification of a search strategy. Methods
for creating the neighbors, swapping, as well as insertion and
block insertion were presented in [35]. In the same study,
it was shown that the speed of the algorithm (BF-TS) they
proposed is faster than T-TS [15] because BF-TS can reduce
the candidate list from (n — 1)*> down to 2n and the number of
iterations from 4000-50000 to 100-500 while providing the
similar result, on average.

2) Population-Based Metaheuristics: Two different charac-
teristics of the population-based metaheuristics can be used to
differentiate them from single-solution-based metaheuristics.
First, the number of directions (solutions) searched each
iteration is different. Second, the way the information searched
(experience) propagated iteration by iteration is different, es-
pecially most population-based metaheuristics add other ways
to exchange the search information at each iteration.

Pioneered by Holland [36], the genetic algorithm (GA)
is definitely one of the most important population-based al-
gorithms in terms of not only its performance but also the
easiness of applying it to many problem domains. In terms of
the report of Google Scholar [37], [36] was cited 14 712 times
and [38] was cited 24 941 times. Both are listed in the top 100
cited works of Google Scholar (31 and 10, respectively). As
shown in Algorithm III-B2, the GA contains the initialization,
selection, reproduction, crossover, and mutation operators to
mimic the process of natural evolution. Chromosomes (also
called individuals) that represent the solutions are created
randomly in the initialization stage. Unlike metaheuristic al-
gorithms, which use the objective function to decide which
solutions are better, the so-called fitness function is employed
by GA to evaluate which solutions fit better. More important
is that the fitness function can be useful to differentiate the
solutions based on other criteria, such as rank or proportion.
The design of the selection operator, which plays the role of
determining the search directions at the next iteration, and
the fitness function often goes hand by hand. The crossover
and mutation operators are used to transit the solutions. More
precisely, the crossover operator is aimed at exchanging the
information between solutions, whereas the mutation operator
is aimed at escaping from the local optimum.

Nine representations were pointed out in [39] for the job-
shop scheduling problem. Generally speaking, most of these
representations can also be applied to other metaheuristic
scheduling problems. The classifier system to create schedule
rules for the job-shop scheduling problem was presented in
[18]. The GA was also used in a more recent study [40] to
schedule the Hubble space telescope, at which the job ID and

time segment number are used to encode the solutions. The
same study further indicated that the random crossover oper-
ator provides better results than the other crossover operators,
such as smart crossover and evolving crossover. Some encod-
ing methods for the single machine, multiple machine, and
dynamic scheduling problems were introduced in [41]. The
GA was employed in [42] to solve the scheduling problem.
Instead of using only task sequence to represent the schedule
of all the tasks on a multiple machine, the order of the tasks
to be executed in each processor is used to represent the
schedule so that their transitions are all on the task graph
to guarantee that the new solutions will be legal. A different
research direction was described in [43] that applies multi-
objective GA to the flow-shop scheduling problem to select
the chromosomes on the convergence process. The fitness
function is redesigned accordingly for the multiobjective GA,
and the elite strategy is used to preserve better solutions to
later generations. The simulation results described in [43]
showed that the multiobjective GA provides better results
than the single-objective GA. For the scheduling problem
of heterogeneous computing environments, a directed acyclic
graph (DAG) was used in [44] to represent the chromosomes
(solutions) on the convergence process of the GA. Simulations
given in the same study showed that the rank-based selection
method is better than the value-based selection method.

In addition to the development of GA in the 1990s, swarm
intelligence (SI) [45] is another promising approach developed
at about the same time. One well known SI is ant colony
optimization (ACO) pioneered by Dorigo and his colleagues
[46]-[48]. As shown in Algorithm III-B2, like most SI, ACO
is built on the social insect metaphor for solving optimiza-
tion problems. An interesting characteristic of ACO is the
pheromone table for recording the search experiences of all
the ants from the initial stage up to the current iteration.
ACO performs the transition, evaluation, and determination
operations based on the values in the pheromone table (7). This
explains how all the ants of ACO share the search information.
Another characteristic of ACO is that all the routing paths
(solutions) are constructed step by step by all the ants which
can be regarded as a constructive transition. Just like ants
searching for routing paths for food, the solution construction
operator of ACO plays the role of performing all the three
operators: transition, evaluation, and determination. One of
the well-known construction methods was presented in [46],
which is defined as

1% 01 By,
py={ Seqtobmp €N @)
0, otherwise

where N denotes the set of candidate subsolutions, i.e., the
subsolutions that have not visited by ant k yet and thus can
be selected by ant k at subsolution i; 7;; and 7n;; denote,
respectively, the pheromone value and the heuristic value
associated with e;;.

The earliest attempt to use ACO to solve the scheduling
problem is the work described in [19] in which the ant system
(AS) is employed to solve the job-shop problem. The results,
however, are far from optimal. A more recent study [49]
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Algorithm 6 Ant Colony Optimization

Algorithm 7 Particle Swarm Optimization

1: Initialize the pheromone values
2: While the termination criterion is not met

3: v = SolutionConstruction(t) T— E—
D

4: T = PheromoneUpdate(v) T

5: s = LocalSearch(v) T— E—
D

6: End

1: Initialize the position and velocity of particles
2: While the termination criterion is not met

3:  VelocityUpdate(s) T

4: v = PositionUpdate(s) T
5: LocalBestUpdate(v) E— D
6: GlobalBestUpdate(v) E— D
7. S=V

8: End

fine-tuned the parameter values of AS to improve the result
of applying ACO to the scheduling problem. The way the
probability of selecting edges is computed was modified in
[50] so that bad solutions are accepted occasionally, just like
the SA, to adjust the ratio of intensification and diversification
in the search. Several strategies to enhance the performance
of ACO for the scheduling problem were discussed in [51],
namely elite strategy, 2-opt strategy, and two pheromone
evaluation methods, which can indirectly influence the search
ability of ACO, thus providing better results than SA and GA.
The hybrid ACO presented in [52] combines the beam search
with ACO to improve the result of applying ACO by itself to
the open-shop scheduling problem.

Another well known SI, called particle swarm optimization
(PSO), was presented in [53]. Algorithm III-B2 gives an
outline of the PSO which uses individual trajectories, local
best, and global best to guide the search, i.e., the transition of
solutions. By using positions and velocities of particles, PSO
[53]-[55] is usually suited for continuous optimization prob-
lems. Lines 3-6 of Algorithm III-B2 show, respectively, the
velocity, position, global best, local best update mechanisms.
All these update mechanisms affect the search directions of
PSO at later iterations. The velocity vf and position pﬂ are
updated as follows:

£+1
i

vt = wvf +ai@i(pb] — p) + arpa(gb’ — pf) 3)

and

it =pi+v @)

where the subscript i denotes the particle number; ¢ the
iteration number; pb! the personal best position of the ith
particle up to iteration £; gb® the global best position so far; w
an inertial weight; ¢; and ¢, two uniformly distributed random
numbers used to determine the influence of pb, and gb; and a,
and a, two constant values denoting, respectively, the cognitive
and social learning rate.

Because the characteristics of the original PSO are well
suited for continuous optimization problems, the very first
thing to apply PSO to combinatorial optimization problems
is to solve the way solutions are encoded or represented.
Permutation-based and priority-based (random key) represen-
tations were pointed out in [20] as the two common encoding
methods of PSO for the resource-constrained project schedul-
ing problem. Another representation of PSO was employed in
[56] in which “job-to-position” is used to represent the solution

of the flow-shop scheduling problem. Each solution is encoded
as which job will be performed on which position, which can
be easily transformed to a sequence of schedules. In addition,
the length of each solution is simply the number of jobs mul-
tiplied by the number of positions. PSO searches for solutions
by associating with each solution a probability set first and
then modifying this probability set to change the search di-
rections on its convergence process. A more recent study [57]
presented a hybrid PSO to solve the job-shop problem. They
not only modified representation, movement, and velocity of
particles but also used the TS as the local search method for
improving the quality of the solution. A modified discrete
PSO that employs the nearest neighbor and NEH to create a
better starting point for the flow-shop scheduling problem was
presented in [58]. In the same study, variable neighborhood
descent is used to improve the quality of the solution.

IV. SCHEDULING ON CLOUD
A. Scheduling Problems on Cloud

Scheduling on cloud can be considered as an epitome
of the studies of cloud; thus, although many studies [10]
attempted to give a precise and clear definition and description
of scheduling on cloud, there still exist various definitions.
A simple way to define the scheduling problem on cloud is
usually represented as the DAG [59]-[64] G(V, E) where V
denotes the set of tasks and E the set of directed edges that
represent the dependencies among tasks. The scheduling on
cloud can be formulated as follows [64]:

minimize f(s) = Chax(s) + Z Z TC;;
i=1 j=1 (5)
subject toCpax(s) < U(s),
TC(s) < B(s),

where C(s) denotes the makespan of solution s; TC(s) the
total cost of solution s, which can be a combination of the
computation cost and the cost of transferring the incoming
and outgoing data; TC;; the cost of processing the ith task on
the jth machine; U(s) the number of tasks that does not meet
the deadline; and B(s) the number of tasks that does not meet
the stipulated budget.

To formulate the scheduling problem, some researchers [65]
considered adding a penalty factor to confine the search of
solutions so as to avoid solutions containing too many tardy
tasks. To measure the quality of the scheduling results, various
methods are employed in these studies which can be used to
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adapt the aforementioned definition to fit the situation a user of
the scheduling algorithm may face. The average profit, average
utilization, and average response rate [60] are employed to
measure the performance of scheduling algorithms for cloud.
Jiang et al. [62] tried to minimize the cost of a scheduling
solution for cloud in terms of the computation cost, the
communication cost, and the earliest start time. A more recent
study [66] focused on the SLA-based resource conditions, such
as throughput, latency, and cost of service agreement. More-
over, according to our observations, the issues of dependency
of jobs and virtual machines should be part of the definition on
scheduling. To reduce the development cost of applications for
cloud environments, simulation platforms, such as Cloudsim
[67] for cloud computing, have been presented which can also
be used to design and develop better scheduling algorithms.

B. Metaheuristic Scheduling Algorithms

In this section, we turn our discussions to metaheuris-
tic scheduling algorithms for cloud environments, especially
from the following four perspectives: representation, transition,
evaluation, and determination. Then, a more detailed analysis
will be given to these metaheuristics.

1) GA Scheduling Algorithms: Before the scheduling
procedure enters the main iterative process of the GA, just
like the other metaheuristics, the GA has to initialize itself
by constructing an initial solution set that may affect its
convergence process and speed. A two-stage method (test
and computing fitness stages) was used in [68] to create a
good initial solution set of GA. Some heuristic scheduling
algorithms (e.g., round-robin and min-min) are used to create
the candidate initial solutions first, and then some suitable
candidate solutions (in terms of the completion times of tasks
and the communication costs between resources) are selected
as the initial solutions after they pass some tests.

Five representations are commonly used in encoding the
scheduling solutions of GA: 1) binary; 2) n-task sequence;
3) tree; 4) random key; and 5) n x m matrix. The binary
encoding was used in [69] to associate the makespans and
generations with chromosomes the length of which are n x n;
where n denotes the number of jobs and n; the number
of operations needed by job j. That is, each chromosome
represents the order of all the operations of all the jobs.
For instance, let us assume that there are two jobs each of
which requires two operations. The solution s = (0,0, 1, 1)
represents the order with which the operations are performed.
In this case, the order is as follows: the first operation of
job O is first performed, then the second operation of job
0, then the first operation of job 1, and so on. The n-task
sequence was used in [68] to encode the solutions of the GA.
A sequence (vector) s = (s1, $2,...,S,) where s; denotes to
which available resource task i is assigned is employed to
represent a solution. For instance, s; = 2 denotes that task
1 is assigned to the second resource (also called machine
or node). To represent the mapping relationship between the
virtual machines, Sawant [70] and Gu et al. [71] used used the
tree structure to encode the scheduling solutions of the GA.
The transition operator, of course, needs to be reconsidered
to guarantee the legality of chromosomes. An interesting

representation was described in [72], which uses the random
key to maintain the feasibility (task priority) of chromosomes,
though this kind of representation requires additional encoding
and decoding methods for the other operators of the GA.
The last representation is to use the matrix to represent the
task model which includes the relationships between jobs and
processors (also called machines or nodes). The predicted
execution time model presented in [73] uses this representation
to record the predicted execution time of task i on processor j.

The selection strategy of the GA usually can be regarded
as the evaluation and determination operators of metaheuristic
algorithms. Different assumptions may lead to different con-
siderations in the design of the fitness functions. For example,
the scheduling goal (fitness function of GA) is not only the
traditional makespan but also the power consumption [74].
The cost of data transfer, communication, and computation as
well as the profit have all been considered in the design of
the fitness functions. To count the total constraint violation
degree for composite services, the fitness function can also
be designed based on the following two conditions: one is
to compute the fitness value based on the proportion of
the scheduling result, while the other is to assume a small
value when some constrains are violated [72]. For the GA,
in addition to the roulette-wheel selection, elitism selection,
and tournament selection operators [71], [75], [76] that are
employed for scheduling on cloud, a variety of selection
operators have also been developed.

Most GAs use two transition operators (crossover and
mutation) to exchange the information between solutions and
to alter the solutions. Both one-point and two-point crossovers
are used by the GA to exchange the information between chro-
mosomes. The fact that cycle crossover is preferred to the one-
point and two-point crossovers was pointed out in [75]. For
a specific chromosome representation, the crossover operator
usually needs to be redesigned. The orthogonal crossover and
mutation operators to transit the chromosomes are designed
for representing agent grid [77]. For the mutation operator,
swapping the genes of a chromosome is commonly used in the
GA. Also, for the tree representation [70], the crossover and
mutation operators need to be redesigned or adopted to make
them applicable. Instead of fixing the crossover rate, some
researchers [76] used the fitness ratio to dynamically adjust the
crossover rate between chromosomes to retain chromosomes
with high fitness values. Two mutation strategies for GA were
presented in [77]. One is to randomly select a task from a
chromosome and then put it into another chromosome while
the other is to exchange two tasks from two chromosomes. A
comparison between different combinations of the crossover,
partially mapped crossover (PMX), order crossover (OX), and
cycle crossover (CX) operators as well as the mutation, swap,
and insertion operators was given in [78]. Their simulation re-
sults show that the PMX crossover operator combined with the
swap mutation operator is faster than the other combinations
to find the same results.

Several research works have been focused on redesigning
the search strategy of the GA to enhance its performance.
An intuitive method is to use the parallel version of the GA
because it has been proved that it can reduce the computation
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time of the GA for a variety of traditional optimization
problems. For this reason, in [79], a coarse-grained parallel
GA was employed to solve the scheduling problem for cloud,
which eventually provides a better result than the simple GA.
Another way to employ high-performance version of the GA
was described in [80] where the immune GA is employed
to modify the search strategy of the GA to increase the
diversity of chromosomes to further improve the final result
of the GA. An efficient framework, called multiagent GA
(MAGA), was used in [81] where a grid structure is used in
representing the population. This approach, however, requires
that chromosomes be exchanged with their neighbors instead
of with all the chromosomes. Same as the original version
of MAGA, the final result of [81] is also better than the
simple GA. In [77], chromosomes were split into two pools
(high and low) in terms of the average energy consumption,
and then chromosomes are selected from these two pools
to exchange the information. The cooperative coevolutionary
GA (CCGA) was presented in [82] to solve the deadline-
constrained scheduling problem. Different from the search
strategies described previously, each gene can come from any
number of chromosomes. In other words, although most GAs
use two parents to create the offspring, CCGA uses one up to n
chromosomes to create the offspring where n denotes the size
of the population. To compensate for the lack of fine-tuning
ability, the local search operator is often used to accelerate the
convergence speed and to improve the final result of the GA
[83].

Because many scheduling problems have more than one
objective, finding a balanced result has become a promis-
ing research topic. Among others, Kessaci et al. [84] and
Zhao et al. [85] treated the scheduling problem as a multi-
objective optimization problem. A intuitive way to solve the
scheduling problem is to employ the well-known multiobjec-
tive GA (NSGA 1I) the results of which take into account
the cost of CPU, memory, and bandwidth at the same time
[85]. Another study in using the multiobjective GA [84] took
into consideration the energy consumption of data center, CO,
emissions, and generated profits to reduce the utility rate of
energy consumption.

2) Ant Colony Optimization Scheduling Algorithms: The
basic idea of ACO is to use ant to construct the solution
(routing path) step by step, by using the so-called pheromone
matrix. Each ant is like living in a network environment
because each city (also called node) can be regarded as a
computer node in a network. For this reason, ACO is very
suitable for emulating the status of real networks. To solve the
scheduling problem on grid or cloud computing environments,
several studies [86]-[88] used an n by m expected execution
time (ET) matrix where the entries ET;; denote the expected
execution time of task 7; on machine M;. The completion
time (CTj;) of ith task on the jth machine is defined as
CT;j = b;+ET;;, where b; is the beginning time (ready time) of
task 7;. Then, the makespan of a scheduling problem can be
computed by using CT;;. Most studies measure the workload
of a task in terms of million instructions per second (MIPS)
[87]. In addition to the makespan that is used to measure
the throughput of the system, the flow time is often used to
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measure the QoS of the system [88]. The solution of ACO for a
scheduling problem can be represented as composed of a set of
subsolutions each of which indicates to which machine a task
is assigned (scheduled) and is constructed with a probability

- _mni(1/CTy)

Y S mymi(1/CTyy)
where 7;; denotes the pheromone value associated with 7; and
M ; n;; the heuristic information. The solution of ACO-based
algorithms can be easily obtained by having them assign (or
schedule) all the tasks to the machines.

By using ACO to solve the scheduling problems on a
cloud environment, many computation resources can often be
considered at the same time on the convergence process, such
as CPU usage, memory, and network bandwidth [89]. In [90],
four types of heuristic information are used: reliability of cloud
service, response time of cloud service, cost of cloud service,
and security ability of cloud service. Because the number of
virtual machines (VM) represents the computing resources on
a cloud environment, in [91], the number of processors on
a VM, MIPS of each processor of a VM, communication
bandwidth, average execution time of a VM, expected exe-
cution time of a task in a VM are all taken into account
in the computation of the probability P;; for constructing
each subsolution of ACO. Still, another way to modify the
pheromone update rule was described in [92] where additional
pheromone is added to describe when a task is assigned to a
machine. To improve the performance of ACO, the local search
operator plays an important role. An intuitive local search
method is to swap subsolutions (tasks) between machines [93].
As far as the search strategy is concerned, dividing ants into
different types is another method to improve the end results of
ACO. Two kinds of ants, red and black, were employed in [94]
where the red ants are used for estimating the system resource,
while the black ants are used for determining the resource
allocation.

3) PSO Scheduling Algorithms: Similar to the GA for
scheduling on cloud, which uses the DAG to describe the
tasks in a workflow application, some studies also employed
DAG for PSO [95]. Because the original design of PSO is for
continuous problems, several methods have been developed
to represent solutions for discrete problems (e.g., scheduling
problem), such as random key representation, transformation,
and priority-based representation. One of the key issues is
that the transition operator needs to be redesigned to fit the
requirements of its representation. Another key issue is how to
encode the solution of PSO for scheduling. A common method
is to encode in each particle a set of (task 7;, machine M)
pairs where each pair denotes the assignment of task 7; to
machine (service) M;. Just like for ACO, which uses the ET
matrix, for PSO, each particle also uses a n by m matrix
to encode the solution. The only difference is that, instead
of the expected execution time, each entry here assumes the
probability p;; of assigning task 7; to machine M; [76], [96].
To keep more information about the network status, the fuzzy
scheme [97] was employed for the PSO where the size of the
fuzzy matrix is also n by m. To decode the fuzzy matrix, the
maximum element of each column is selected.

(6)
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Like the GA and ACO, modified fitness functions are also
used to characterize the status of network on cloud. The total
execution cost, communication cost, memory, and processing
resource capacity of each machine are usually considered in
PSO for scheduling on cloud [65]. Adding a penalty factor into
the fitness function is a precise method to guide the search
direction to avoid exceeding the system capacity. The main
motivation for applying the mutation operator to PSO is to
retain or increase the search diversity of each particle on the
convergence process [98], [99]. Just like the mutation operator,
the crossover operator has also been tried for improving the
scheduling result of PSO [100]. From the perspective of search
strategy, PSO resembles GA which suffers from the premature
problem and lacks the fine-tuning ability. Integrating the local
search operator into the search procedure of PSO is a useful
way to fine-tune the scheduling results of PSO [99].

4) Hybrid Metaheuristic Scheduling Algorithms: The un-
derlying idea of hybrid metaheuristics is to integrate two
or more metaheuristic algorithms into a single algorithm to
leverage the strengths of all the underlying algorithms so as
to enhance the performance in terms of either the quality of the
result or the computation time or both. Three different kinds
of combinations are frequently used in hybrid metaheuristic
scheduling algorithms: 1) combining population-based algo-
rithm with single-solution-based algorithm; 2) combining two
population-based algorithms; and 3) combining metaheuristic
algorithm with other heuristic algorithm.

In the case of combining population-based algorithm with
single-solution-based algorithm, the population-based algo-
rithm is normally used to guide the global search, while the
single-solution-based algorithm is employed to fine-tune the
solution of the population-based algorithm. For instance, the
hybrid metaheuristic scheduling algorithm described in [101]
used SA as an operator of GA. To avoid getting stuck in a
particular region, the TS is definitely one of the best choices.
So the hybrid metaheuristic scheduling algorithm described in
[100] used not only the crossover operator to exchange the
information between particles of PSO but also TS to avoid
searching the same regions for a while.

Because most population-based metaheuristic algorithms
are capable of guiding the search directions toward the global
optimum, combining two population-based metaheuristics
should have good reasons. Otherwise, it may slow down the
convergence speed without getting a better result. One of the
most important reasons for combining two population-based
metaheuristics is because of the difference in the convergence
speed [102]. This implies that combining two population-
based metaheuristics with different convergence characteristics
may postpone the time of convergence. Another reason is
that combining metaheuristic algorithms with different search
strategies into a single metaheuristic algorithm may increase
the chance to find a better result. From the viewpoint of
information sharing, we combine two different population-
based metaheuristics because different metaheuristics have dif-
ferent characteristics. If we can leverage the strengths of each
algorithm into a single algorithm, we may be able to enhance
its performance. A simple example is the algorithm described

in [103] where two metaheuristic algorithms with different
convergence characteristics are combined. More precisely, the
algorithm integrates PSO and GA where the GA shares all
the information between chromosomes (solutions), while PSO
shares only the best solution with others.

Most hybrid algorithms utilize one metaheuristic algorithm
and one nonmetaheuristic algorithm. Good examples are the
dynamic cloud scheduling algorithm (DCSA) [104], which
combines a support vector machine (SVM) with GA, and the
adaptive hybrid heuristic (AHH) [64], which combines GA
with dynamic critical path (DCP). To dynamically schedule
the incoming tasks, a resource prediction mechanism was
developed in the DCSA [104]. The system log data (CPU
and memory usage) is first used to train the classification rules
(classifier) of an SVM. Then, these rules can be used to predict
resource availability on the convergence process of the GA.
Because the DCSA uses system logs of nodes of real cloud
systems, the search directions of the metaheuristic algorithm
are generally closer to the status of the system. Like DCSA,
AHH [64] was developed to dynamically schedule the tasks
for services on cloud. AHH consists of two phases: GA and
DCP. The first phase is to use the GA to find the scheduling
solution that has a minimum execution cost in terms of the
budget, deadline, and other requirements specified by the user.
After that, the DCP is used to dynamically schedule the read
tasks on the system.

C. Discussion

The scheduling for cloud computing environments has a
relatively short history, but it is an important technology for
modern computing systems. A number of important survey
articles on scheduling for grid and cloud can be found in the
literature [105]-[110]. In summary, most recent research works
using metaheuristics are focused on three things: modifying
the operators, modifying the fitness function, and hybrid
metaheuristics.

o Modifying the operators: The main focus is on redesign-
ing the transition operators or adding transition operators
inspired by or of other scheduling algorithms. Both affect
the search strategy of the original metaheuristic algorithm.
In addition, some modifications may need to ensure that
solutions created by the new transition operators are legal.

o Modifying the fitness function: The main focus is on
redesigning or adding the fitness function to fit better with
the cloud environment in question. As a consequence, the
cost of data transfer, the cost of communication, the cost
of computation, the profit, and even the energy consump-
tion (e.g., CO, emissions) are continuously added to the
fitness function. For some studies, the importance of each
objective is no longer the same, that is, the relationships
between these objectives have been redesigned. A good
example is that cost is no longer considered independently
but is considered relative to price.

o Hybrid metaheuristics: Different from modifying the
transition operators or adding the local search operator,
the basic idea of hybrid metaheuristics is to use other
scheduling algorithms or domain knowledge to enhance
the performance of the original algorithm, i.e., use the
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strength of other scheduling algorithms to compensate for
the weakness of the original metaheuristic algorithm. A
good example is a combination of GA and SA where the
GA plays the role of finding the global search directions,
while the SA plays the role of fine-tuning the solutions
found by GA.

In summary, because using metaheuristic algorithms to
solve the scheduling problems on cloud is still at its infancy,
numerous studies in the literature are simply not matured
enough in terms of not only the description and definition
of the problems but also the fitness of the operators of the
metaheuristics for scheduling on cloud. As a result, most of the
proposed algorithms are subject to improvement. This is not
saying that these immature studies are not important. Instead,
they are eventually providing not only useful experience but
also foundations to advance later research works in this area.
The main advantages of using metaheuristic algorithm for
scheduling are similar to those of using them for traditional op-
timization problems: 1) metaheuristics generally provide better
results than DAs in terms of the quality; and 2) metaheuristics
generally find approximate solutions faster than traditional
exhaustive algorithms in terms of the computation time. These
characteristics imply that the metaheuristic algorithms provide
a more flexible way to find solutions of scheduling problems.
On the contrary, the disadvantages of metaheuristic scheduling
are 1) metaheuristics generally are slower than DAs; and
2) solutions are not guaranteed to be optimal. That is why
the recent trend in the other research areas is to preprocess
the input data so as to accelerate the execution time of
metaheuristic algorithms.

V. CONCLUSION

Using metaheuristics to solve the scheduling problem is like
putting a robot in a big maze. How fast the robot finds the
exit depends to a large extent on its vision (search ability)
and intelligence (decision ability). Two of the most important
abilities these research works need to consider are intensifica-
tion and diversification. As the names suggest, an intensified
search implies searching a small region intensively to find the
best solution in that region, called local optimum. In contrast,
a diversified search means searching a larger region for a
solution that is better than the local optimum. Unfortunately,
a larger region does not always guarantee a better solution.
These observations tell us that it is important to seek a balance
between intensification and diversification, which may have a
strong impact on the quality of the scheduling results. The
focus of this paper was on a survey of metaheuristic algorithms
for scheduling on cloud. To make it easier for the audience of
this paper to fully understand all the metaheuristic algorithms
described herein, all the metaheuristic algorithms were placed
in a unified framework.

Nowadays, because cloud computing is relatively new and
nothing is really clear, the assumptions, objectives, and lim-
itations of scheduling problems on cloud differ from study
to study, meaning that although scheduling problems are not
new at all, studies on scheduling problems on cloud are
still at their infancy. A more applicable problem definition is
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needed in the future research on cloud scheduling. Although
its definition is not clear now, a better scheduling method
definitely has a higher potential to enhance the performance
of most parts of a cloud computing system. A simple way to
develop the scheduling algorithm is to consider the level of
services such as software as a service, platform as a service,
or infrastructure as a service. Just like most research subjects,
scheduling on cloud computing also fits the product life cycle
theory that is expected to undergo the introduction, growth,
maturity, saturation, and decline stages. Scheduling on cloud
computing today is somewhere between the introduction and
growth stages. Managing the Internet of Things devices and
multimedia contents and conserving energy more effectively
are some of the important research trends on future cloud
computing scheduling.
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