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Smartphone Malware and Its Propagation Modeling:
A Survey

Sancheng Peng, Shui Yu, and Aimin Yang

Abstract—Smartphones are pervasively used in society, and
have been both the target and victim of malware writers.
Motivated by the significant threat that presents to legitimate
users, we survey the current smartphone malware status and
their propagation models. The content of this paper is presented
in two parts. In the first part, we review the short history of
mobile malware evolution since 2004, and then list the classes
of mobile malware and their infection vectors. At the end of
the first part, we enumerate the possible damage caused by
smartphone malware. In the second part, we focus on smartphone
malware propagation modeling. In order to understand the
propagation behavior of smartphone malware, we recall generic
epidemic models as a foundation for further exploration. We
then extensively survey the smartphone malware propagation
models. At the end of this paper, we highlight issues of the
current smartphone malware propagation models and discuss
possible future trends based on our understanding of this topic.

Index Terms—smartphone; mobile malware; propagation
modeling; simulator.

I. INTRODUCTION

SMARTPHONES combine the communication capability
of cellphones with the functions of PDAs (personal digital

assistant). Such a device enables users to access a large
variety of ubiquitous services, such as surfing the web, sending
or receiving emails, and online shopping. In addition, an
application-based interface is employed in most smartphones,
which enables users to download individual programs that
can perform a variety of tasks. However, the availability of
these ubiquitous and mobile services provided by smartphones
increases their vulnerability to malware attacks. Meanwhile,
few smartphones have been designed to guard against malware
attacks, making them an enticing target for hackers and
malware writers. If a smartphone has been compromised by
malware, it may cause disruption to the service of users, e.g.,
damage to the system, financial loss, data loss, or privacy
leakage [1].

In recent years, the expanding smartphone market has
become an increasingly attractive target for malicious attacks
[2]. According to recent security reports [3]–[5], executed
attacks have increased in the past few years. In 2010, more
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than 1 million cell phone users in China were infected by
the ‘Zombie’ virus that automatically sent text messages.
The attack cost users around 300,000 US dollars per day. In
2011, nearly 7,000 Android threats had been collected and
identified during the first quarter of the year. By the end
of 2011, McAfee Labs had collected more than 75 million
malware samples. In 2011, Juniper Networks Mobile Threat
Center (MTC) released its 2011 Mobile Threats Report in
February 2012, which showed that mobile malware increased
155% across all platforms compared to the previous year, and
provided an evidence of a new maturity in security threats that
targeted mobile devices.

This trend was caused by two key factors [6]. One factor
was the increasing popularity of smartphones and the size of
the mobile device market is increased as evidenced from the
latest reports issued by the ITU [7]. These reports indicate the
number of mobile phone users reached 5.9 billion by the end
of 2011. Canalys [8] published its “Smart phones overtake
client PCs in 2011” on the smartphone market in February
2012. This showed the bumper quarter took the total global
shipments for the whole of 2011 to 487.7 million units, up
63% on the 299.7 million smart phones shipped throughout
2010.

On the other hand, there exists a high similarity between
the PC operating systems and the mobile platforms of smart-
phones, such as AndroidOS, SymbianOS, iOS, BlackberryOS,
and Windows Mobile. Thus, in order to enforce the security
of smartphones, we have to deal with the challenges present
in PC platforms. In addition, there are various channels that
are used by smartphones malware to transmit an infection to
other susceptible smartphones. Smartphones can be subjected
to various attack vectors, such as SMS, MMS, Bluetooth,
WiFi, Web browsing, applications and emails. Therefore, the
standard malicious attacks for PCs (e.g., worms and Trojans)
and other infection vectors (e.g. Web browsing, SMS, MMS)
are all applicable to smartphones.

Due to the huge potential damages that may be caused by
malware, researchers have proposed many models to describe
the dynamic process of malware propagation. The goals of
these propagation models can be classified into the following
categories: (1) gain a deep understanding of the propagation
mechanisms of malware; (2) predict the scale of malware
outbreak before it actually occurs; (3) evaluate how network
provisioning impacts propagation and how propagation im-
pacts the network; (4) characterize the infection dynamics of
malware; and (5) design countermeasures to restrain malware
propagation.

This paper aims to present the serious security issues of
smartphones, and to survey the literature over the period of
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2004-2012 by analyzing the basic characteristics of typical
malware in smartphones. We aim to assist interested readers
in understanding these problems, estimate the possible damage
caused by malware, and to improve the development of detec-
tion and containment processes. We also review the evolution
process, type, infection vectors, and the major risks of mobile
malware, and summarize the current modeling theories and
technologies of malware propagation.

The remainder of this paper is organized as follows: In
Section II, we provide an overview of mobile malware, and
provide a survey of generic epidemic modeling in Section III.
In Section IV, we discuss smartphone malware propagation
modeling and present existing problems and future trends in
Section V. Finally, we conclude this paper in Section VI.

II. MOBILE MALWARE

There are many different types of malware that takes advan-
tage of many ways to propagate and infect victims. Malware
[9] can infect targets by being bundled with other programs
or attached as the macros of files. Others are installed by ex-
ploiting a known vulnerability of a mobile platform, network
device, or other software. For example, malware writers use
the vulnerability of a browser, or a smartphone will be infected
if the owner uses the smartphone to access a specific web site.
However, the vast majority of malware is installed through
some action from the user, such as clicking a MMS message
or opening an email attachment or downloading an application
from the Internet.

A. Evolution of Mobile Malware

Since 2004, malware has spread among smartphones and
other mobile devices through wireless networks. In June 2004,
the first known smartphone worm was discovered in the
SymbianOS, named Cabir [10]. It was propagated through
Bluetooth as an infection vector. One of the best known local
epidemics caused by Cabir took place in Helsinki in August
2005, during the 10th World Athletics Championship [11].

The evolution of mobile malware has been discussed in
several investigations. SECURELIST [12] and Shih [13] have
described the evolution of mobile malware from 2004 to 2006.
Hypponen [14] categorized 517 families of mobile viruses,
worms and Trojans during the period from 2004 to 2010.
Schmidt and Albayrak [15] provided a complete list of mobile
malware from 2004 to 2008. Felt et al. [16] formulated mobile
malware that spread from January 2009 to June 2011. Polla
et al. [17] surveyed state of the art on threats, vulnerabilities
and security solutions for mobile devices over the period from
2004 to 2011.

The number of attacks on smartphones is increasing. Re-
searchers have identified 30 new families and 143 new mod-
ifications in 2008, however, found 39 new mobile malware
families and 257 new mobile malware in 2009 [18]. By
mid-August 2009, the Kaspersky Lab recorded 106 families
and 514 variants of malicious programs that targeted mobile
devices. By the end of 2010, the numbers had grown to 153
families and over 1,000 variants. In other words, the attacks
increased 65.12% from 2009 to 2010, and nearly doubled in
number over 17 months [19].

TABLE I
THE NUMBER OF FAMILIES AND MODIFICATIONS FOR MALWARE

P latform Modifications Families
Android 4139 126
J2ME 1682 63
Symbian 435 111
Windows Mobile 81 23
Others 19 8

In August 2010, the Kaspersky Lab identified the
first Trojan for the Android platform, named Trojan-
SMS.AndroidOS.FakePlayer.a, which masqueraded as a media
player application. In less than a year, Android malware
quickly exploded and became the dominant mobile malware
[20]. In 2011, 65% of new malicious mobile applications
targeted the Android platform, compared with J2ME (27%),
as well as Symbian (7%), and Windows Mobile (1%) [21]. In
Table I, we show the statistics for the number of modifications
and families of mobile malwares based on Kaspersky Lab’s
records to January 1, 2012 [22].

A comparison of unique mobile malware samples detected
by Juniper MTC [5] in 2010 and 2011 indicate the vast
majority of mobile malware was related to SymbianOS-based
and J2ME-based devices prior to 2011. However, in 2011,
Juniper MTC detected a substantial shift towards Android-
based malware. In the near future, it is highly likely that
malware will become even more complex and continue to
grow. In addition, online banking systems will become primary
targets of financial fraud and information phishing. As these
services are rapidly developing in Southeast Asia and China,
it is likely there will be more examples of unauthorized access
to online banking systems in Asian countries.

The primary reasons for the increase in threats is summa-
rized as follows [23]:

• The price of smartphones continues to drop, and more
vendors are involved in smartphone production.

• Android’s open-source kernel policy allows malware
writers to gain a deeper understanding of mobile plat-
forms.

• Users tend to deposit large amounts of private data into
their smartphones. This is appealing to malware writers
who financially gain from identity theft or misappropri-
ation of credit card information.

• With the significant development of smartphone hard-
ware, the capability of smartphone operating systems in-
creases dramatically, offering malware writers increasing
space to implement their plans.

• Programming software for smartphone platforms is sim-
ilar to what is done with a PC, therefore, it is convenient
for malware writers to move from a PC environment to
a smartphone system.

B. Malware Classes

Malware is designed for either damaging or disrupting a
computer system. This terminology is used to cover all hostile
software, including virus, worm, Trojan, Spyware, backdoor,
Rootkit, and Botnet [6], [24]. The differences between various
malware is listed in Table II.
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Virus [25]: A type of malware that enters a computer system
via the hardware or software without the user’s knowledge,
and then attaches itself to a program file. The virus then
starts to duplicate itself and commits malicious tasks that it
was programmed to do. The severity of viruses includes the
effects of data or software damage and denial-of-service (DoS)
attacks.

Worm [26]: A type of malware that slips into computer
systems without the owner’s permission and operates without
the owner’s knowledge. Unlike viruses, which need human
intervention to spread, worms can spread automatically from
computer to computer. Worms can replicate themselves and
send out hundreds or even thousands of copies from each
infected computer, tapping into the user’s email addresses to
spread the infection. Worms can have a devastating impact on
Internet traffic, web sites, and the user’s own computer, which
may be co-opted by the creator of worm. The infamous Blaster
worm in November 2003 was brought to worldwide attention
after its devastating impact.

Spyware: A type of malware that collects information for
advertising purposes, usually for a secret a third party. The
presence of spyware is typically hidden from users, and is
difficult to detect. Spyware can obtain credit card numbers,
passwords, and email addresses, and can also monitor a user’s
web activity, scan files, create pop-up ads, log keystrokes,
or change the default page of web browsers. Spyware finds
its way into computers as programs covertly bundled with
downloaded software, through Peer-to-Peer (P2P) file sharing,
or as a result of web browsing. For example, spyware with
access to a video camera [27] can record video and transmit
it using either email or MMS, which enables malicious remote
surveillance.

Trojan [28]: A type of malware named after the wooden
horse the Greeks used to infiltrate Troy [9]. It is a harmful
piece of software that appears legitimate. Users are typically
tricked into loading and executing it on their systems. After
it is activated, it can attack the host any number of times,
from irritating users with pop up windows or changing their
desktop, to damaging the host by deleting files, stealing data,
or activating and spreading other malware, such as viruses.
Trojan is also known to create backdoors to provide malicious
users access to the host. It is usually user-initiated and does not
replicate. For example, Soundminer [29] is a Trojan targeting
Android device that capable of extracting private data from
audio sensors.

Backdoor [30]: A backdoor program is a remote adminis-
tration utility. Once installed on a computer, backdoor allows
attackers to access and control the host over a network or the
Internet. A backdoor is usually able to gain control of a system
because it exploits undocumented processes in the system’s
code. These utilities may be legitimate, or being used for
legitimate reasons by authorized administrators. At the same
time, they are also frequently used by attackers to gain control
of a user’s machine without their knowledge or authorization.

Rootkit [31]: A special type of malware that hides itself,
specific files and processes, and network links in the compro-
mised devices. It achieves the above goals by loading a special
driver program or by modifying the kernel of the OS.

Bonet [32]: A type of malwre that allows an attacker to

remotely control a set of compromised devices. Attackers
often use it to launch large scale network attacks, such as
a distributed denial of service attack (DDoS), massive spam
mail, or to collect privacy information that can be used for
illegal purposes.

Nowadays, the number of mobile malware threats for
smartphones has increased dramatically, as shown in Figure
1 taken from F-Secure Lab’s Q4 2011 Mobile Threat Report
[33]. From Figure 1, we can see that the malware scene was
dominated by Trojans during the years from 2004 to 2011.

C. Infection Vectors

There are multiple infection vectors for delivering malicious
content to Smartphones. In this survey, we classify infection
vectors into four categories: SMS/MMS, Bluetooth, Internet
access, and file duplication with USB.

(1) SMS/MMS
Cellular services, such as short message service (SMS) and

multimedia messaging service (MMS), can be used as attack
vectors for smartphones. For example, SMS/MMS messages
can be used to deliver malicious content and to maintain
communication with an attacker. For example, ComWar is a
worm which browses the host’s phonebook and then spreads
via SMS/MMS messages.

(2) Bluetooth
Bluetooth [34] is a short-range radio communication proto-

col that allows Bluetooth-enabled mobile devices (which could
be mobile or stationary) within 10-100 meters to communicate
with each other. Bluetooth-based attacks are a method used
for device-to-device malware spreading. Once two Bluetooth-
enabled devices are in range, the compromised device pairs
with its target using default Bluetooth passwords. If the
connection is established, the compromised device sends out
malicious content. However, Bluetooth is a limited attack
vector for injecting malicious content due to several security
factors. First, mobile devices are not usually set in the discov-
erable state by default, and the period during which they can
be discovered is limited. Second, the user has to confirm the
file transfer and then the malware has to make itself part of
the file exchanged via Bluetooth.

(3) Internet access
Smartphones can access the Web using Wi-Fi networks or

3G networks, which allows users to use the most common
Internet application services, such as surfing the web, sending
or receiving emails with attachments, or downloading appli-
cation software. Although such high speed Internet connec-
tions can provide many convenient services, they also expose
smartphones to the same threats as personal computers (PCs).
In addition, smartphones are constantly switched on, which
increases the chance of a successful malicious attack, if they
maintain a continuous connection to the Internet.

(4) File duplication with USB
Apart from the aforementioned infection vectors, smart-

phones could be compromised using other methods, e.g., use
of USB. If the files used to synchronize smartphones were
compromised, malware can also infect smartphones. As a
result, attackers can access the host’s private information and
install malicious applications on the smartphone.
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TABLE II
DIFFERENCES BETWEEN MALWARE

Type V irus Worm Trojan Backdoor Spyware Rootkit Botnet

Existing form Parasitic Independent
entity

Disguised as
other files

Disguised as
other files

Disguised as
other files

Disguised as
other files

Disguised as
other files

Propagation
mode

Depends on
the host file
or media

Self replicates Deceptive
means

Deceptive
means

Deceptive
means

Deceptive
means

Deceptive
means

Attack target Local file
Network host
or network it-
self

System System System System System

Human inter-
vention Yes

System bugs:
No; Others:
Yes

Yes Yes Yes Yes Yes

Major risks

System
damage,
delete files,
data loss

Network
paralysis,
data loss

Information
leakage

Information
leakage

Information
leakage

Information
leakage

Information
leakage
and System
damage

Spreading
speed Fast Very fast Slow No Slow Fast Very fast

Detection
method Simple Very complex Complex Complex Complex Complex Complex
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Fig. 1. Mobile threats by type from 2004 to 2011

D. Risk of Malware

Once smartphones have been compromised by malware, it
may cause interruption to the service of users, such as system
damage, economic loss, information leakage, or disruption to
a mobile network. We list more details of each category as
follows.

(1) System damage
• Battery draining: Some malware commits their attack

goal by continuously searching and infecting other
phones (i.e., Cabir, Lasco, and Mabir), or continuously
sending SMS or MMS messages (i.e., RedBrowser). As
a result, hosts quickly lose their battery power.

• Disabling system functions: Some malware can make
the system unable to operate normally, such as Skulls.
Some malware can even block calling functionality, for
example, Locknut.

• Change system configurations: Some malware can change
the background wallpaper on the device, such as Ikee.

(2) Economic loss
• Sending SMS or MMS messages to premium numbers: A

successfully executed attack can force the compromised
smartphone to send SMS or MMS messages to premium
numbers, such as Mquito [35], which may cause financial
loss to the smartphone owner.

• Dialing premium numbers: A successfully executed at-
tack can force the compromised smartphone to dial
premium numbers, such as BaseBridge, which may cause
financial loss to the smartphone user.

• Deleting important data: Any data stored in the device’s
memory or on an SD card, e.g., documents, photos or
videos, may be compromised and then be deleted by
attackers.

(3) Information leakage
• Privacy breach: A successfully executed attack can also

empower an attacker with the ability to browse SMS or
MMS messages, emails, call logs, and contact details
from compromised smartphones.

• Remote surveillance: An attacker can turn an infected
smartphone into a listening device by utilizing the voice
recording hardware, and can access the camera of the
infected smartphones to take photos or record video clips
of the surroundings of the smartphone user.

• Stealing bank account information: Online banking is
constantly under attack by using Trojans to steal pass-
words, such as ZeuSMitMo [36].

(4) Disturbing mobile networks
• Denial-of-service (DoS): If compromised smartphones

can secretly and continuously send SMS or MMS mes-
sages or dial premium rate numbers. It can also result
in DoS attacks by occupying network bandwidth. This
is a conventional DoS attack, which is flooding-based so
an attacker can generate high-rate, high-volume network
traffic in order to deplete network resources.

• Signaling channel attack: This is a novel DoS attack and
seeks to overload the control plane of a 3G wireless net-
work using low-rate, low-volume attack traffic based on
some of the aforementioned 3G-specific vulnerabilities.
Unlike traditional DoS attacks that focus on the data
plane, a signaling attack creates havoc in the signaling
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Fig. 2. Mobile risks by type from January to June in 2012

plane of a 3G network by repeatedly triggering radio
channel allocations and revocations [37].

E. Malware on Mobile Platforms

Modern mobile devices run sophisticated OSs, such as
Symbian, Android, iOS, J2ME, and Windows Mobile. All of
these confront similar risks as desktop computers do.

(1) Symbian: Symbian is an open source OS designed for
smartphones. With the launch of the Ericsson R380 in the year
2000, Symbian became the first modern mobile OS for smart-
phones. From 2004 to 2006, Symbian was the platform fre-
quently targeted by malware writers. Cabir [10] was not only
one of the first malware for Symbian, but also one of the first
to use Bluetooth to propagate malware. This worm consists of
a message that contains an application file, caribe.sis, which
disguises a security manager utility. If installed, the worm
uses the device’s native Bluetooth functionality to search for
other Bluetooth-discoverable devices. The worm then attempts
to send infected SIS files to the discovered devices as well.
Mquito [35] became the first Trojan for smartphones and was
discovered in August 2004. This Trojan makes infected phones
send SMS text messages to other phones resulting in charges
to the smartphone owner.

(2) Android: Android is a mobile OS based on a Linux-
derived OS backed by Google, along with dominant hardware
and software developers (such as Intel, HTC, ARM, Samsung,
and Motorola), which form the Open Handset Alliance. An-
droid was released on November 5th, 2007 and received praise
from a number of developers upon its introduction. A steady
rise in the number of threats targeting Android was observed
during the first half of 2011. For example, Fakeplayer.A [38]
is a Trojan that affects smartphones run by Android. It sends
certain SMS messages to specific numbers, which may lead
to users being charged for transactions without the consent of
the smartphone owner. BaseBridge.B [39] is another Trojan
affecting Android-based mobile devices. This Trojan steals
sensitive data, sends it to a remote server, and may terminate
certain applications.

(3) iOS: iOS is Apple’s mobile OS that was derived from
Mac OS X. It was originally developed for iPhones, but
now has been extended to support other devices, such as
iPod Touch, iPad, and second-generation Apple TV. Since the
release of iOS 2.0 on July 11th, 2008, it officially began to

support third party applications [40], [41]. Ikee [42] is the first
self-propagating worm targeting Apple iPhones. This worm
attacks only jail-broken iPhones using the installed SSH server
and the default root password. Its most notable action involves
changing the iPhones background wallpaper. Ikee.B [43] is
the second variant of the Ikee worm, and is the first Bonet
with a clearly malicious attack. However, unlike iKee, Ikee.B
includes command and control logic to render all infected
iPhones under the control of a Botnet master.

(4) J2ME: J2ME (Java 2 Micro Edition) is a kind of highly
optimized Java running environment. It provides a robust,
flexible environment for applications running on mobiles and
embedded devices, such as mobile phones, personal digital
assistants (PDAs), and printers. Redbrowser [44] is a J2ME-
based Trojan that sends SMS messages to specific phones.
The Redbrowser pretends to be a WAP browser that offers
free WAP browsing using free SMS messages to send WAP
page contents. But what it actually does is send SMS messages
to one specific phone number, which may cause financial loss
to users.

(5) Windows Mobile: Windows Mobile is an OS developed
by Microsoft for smartphones. Based upon Windows CE 5.2
kernel, Windows Mobile was designed to be similar to the
desktop versions of Windows, and is now superseded by
Windows Phone 7. Third-party software development is also
available, and customers can purchase software applications
via Windows Marketplace for Mobile. Brador [45] is a family
of Backdoors that affects mobiles, and ARM-based devices
running Windows CE operating system version 2.0 or later.
This Backdoor sends an email containing the compromised
system’s host name and IP address to the attacker. It also
opens up a TCP/IP connection and listens on the local port to
enable remote access and control of the compromised device.
PhoneCreeper [46] is a publicly available monitoring program
designed to run on mobile phones using the Windows Mobile
5 to 6.5 operating systems. If installed, the targeted phone
may be remotely directed via specific SMS text messages to
perform a wide range of actions, all of which are hidden from
the smartphone user. These actions may or may not result in
owners incurring high phone charges.

Recently, the number of risks to smartphones has increased,
as shown in Figure 2 which was taken from NetQin Labs 2012
Security Report on mobile phones [47]. It is well known that
the first most common risk is calling paid services, such as
sending SMS or MMS messages to premium numbers and
dialing premium numbers.

From the examples of mobile malware listed in Table III,
we can see that the current type of malware includes worm,
Trojan, virus, Spyware, Botnet, and Backdoor for the system
platform of smartphones, such as Symbian, WinCE, J2ME,
iOS, and Android.

III. GENERIC EPIDEMIC MODELING

Epidemic modeling has a long history in the study of bio-
logical infectious diseases. In 1927, 1932 and 1933, Kermack
and McKendrick published a series of papers titled “Contri-
butions to the mathematical theory of epidemics” [48]. These
papers are often seen as the basis of further research using
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TABLE III
EXAMPLES OF MOBILE MALWARE

Name Type OS T ime Infection vectors Risk
Cabir Worm Symbian Jun. 2004 Bluetooth System damage
Brador Backdoor WinCE Aug. 2004 Network API Privacy steal
Mquito Trojan Symbian Aug. 2004 Embedded in a game Fee consume
Skuller Trojan Symbian Nov. 2004 Download from Internet System damage
Lasco Worm Symbian Jan. 2005 Bluetooth System damage
Locknut Trojan Symbian Feb. 2005 Download from Internet System damage
ComWar Worm Symbian Mar. 2005 MMS, Bluetooth System damage
Drever Trojan Symbian Mar. 2005 Download from Internet System damage
Mabir Worm Symbian Apr. 2005 MMS, Bluetooth System damage
Redbrower Trojan J2ME Feb. 2006 SMS Fee consume
StealWar Trojan Symbian Mar. 2006 Bluetooth, MMS System damage, Privacy steal
Cxover Virus WinCE Mar. 2006 Download from Internet System damage
Rommwar Trojan Symbian Apr. 2006 Download from Internet System damage
FlexiSpy Spyware Cross-platform Apr. 2006 Download from Internet Privacy steal
Mobler Worm Cross-platform Aug. 2006 Via memory card System damage, DoS
Viver Trojan Symbian May 2007 Download from Internet Fee consume
Reboot Trojan Symbian Aug. 2007 Download from Internet System damage
HatiHati Worm Symbian Dec. 2007 Via MMC memory cards Fee consume
Beselo Worm Symbian Jan. 2008 MMS, Bluetooth System damage
Swapi Trojan J2ME Feb. 2008 Download from Internet Fee consume
Blocker Trojan Symbian Jun. 2008 Download from Internet System damage
Small Trojan J2ME Dec. 2008 Download from Internet Fee consume
Yxe Worm Symbian Jan. 2009 SMS System damage
PbevBow Trojan Symbian Oct. 2009 Download from Internet Fee consume
VScreener Trojan J2ME Nov. 2009 Download from Internet Fee consume
Ikee Worm iOS Nov. 2009 Install application software System damage
Ikee.B Worm,Botnet iOS Nov. 2009 Install application software System damage
ZeusMitmo Trojan Symbian Feb. 2010 SMS Privacy steal
FakePlayer Trojan Android Aug. 2010 Download from Internet Fee consume
Zbot Trojan Symbian Sep. 2010 Download from Internet Privacy steal
PhoneCreeper Backdoor WinCE Oct. 2010 Download from Internet Privacy steal, Remote control
iSAM Hybrid malware iOS Jun. 2011 Install application software Privacy steal, Remote control
Adrd Trojan Android Feb. 2011 Download from Internet Privacy steal, Remote control
Boxer Trojan Symbian Feb. 2011 Download from Internet Privacy steal
BaseBridge Trojan Android Mar. 2011 Download from Internet Fee consume, Privacy steal
DroidDream Trojan Android Mar. 2011 Download from Internet Privacy steal
Zsone Trojan Android May 2011 Install application software Fee consume
LightDD Virus Android Jul. 2011 Download from Internet Privacy steal, Fee consume, Remote control
OpFake Trojan Cross-platform Oct. 2011 Download from Internet Fee consume
Kituri Trojan Android Oct. 2011 Download from Internet Fee consume
UpdtKiller Trojan Android Apr. 2012 Download from Internet System damage, Remote control
FakeToken Trojan Android May 2012 SMS Privacy steal

mathematical (especially deterministic) modeling to explore
the spread of infectious diseases. The most classical epidemic
models [49] include the SI (susceptible-infectious) model [50],
the SIS (susceptible-infectious-susceptible) model [51], and
the SIR (susceptible-infectious-recovery) model [52].

In general, there are three different states for each individual
in epidemic modeling:

• Susceptible (S): The susceptible individuals are those
who have not been infected, but could be infected.

• Infected (I): The infected individuals are those capable
of spreading a disease.

• Recovered (R): The recovered individuals that used to
be infected by disease or they have died from a disease.
They are clear of diseases and immune to the same type
of diseases.

Epidemic models are usually classified into three categories:
deterministic models [53], stochastic models [54], and spatial-
temporal models [55], [56].

A. Deterministic Epidemic Models

In this subsection, we focus on discussing SI, SIS, SIR,
and SIRS epidemic models [57], [58]. In these four models,
individuals in the population are classified according to disease
status: susceptible (S), infectious (I), or recovered (R). The
basic deterministic epidemic models include the SI epidemic
model (e.g., Fig. 3 (a)), the SIS epidemic model (e.g., Fig. 3
(b)), the SIR epidemic model (e.g., Fig. 3 (c)), and the SIRS
epidemic model (e.g., Fig. 3 (d)).

Some of the terms for these models are explained as follows:

• μ denotes birth rate, which refers to the ratio of the
number of newly-born individuals via the total population
per unit time.

• λ denotes death rate, which refers to the ratio of the
number of infections via the number of death due to
infection in a certain period of time (usually 1 year).

• N denotes the total number of susceptible, infected, and
recovered individuals. Let the birth rate not be equal to
the death rate, the total population size is a variable.

• S(t) is used to represent the number of individuals not yet
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infected with the disease at time t, or they are susceptible
to the disease.

• I(t) denotes the number of individuals who have been
infected by disease and are capable of spreading the
disease to those in the susceptible category.

• R(t) is the compartment used for those individuals who
have been infected and then recovered from a disease.
Those in this category can not be infected again or
transmit the infection to others.

• β represents the average number of adequate contacts
made by an infected individual per unit time. This is
called contact rate or infection rate.

• α represents the mean recovery rate.
• δ represents the average loss of immunity rate of re-

covered individuals or denotes the rate when recovered
individuals become susceptible again.

• βSI represents the number of new infections per unit
time.

• αI represents the number of new recoveries or denotes
the number of new susceptibles per unit time.

• δR represents the number of new susceptibles per unit
time.

(1) SI epidemic model
In the SI epidemic model, we suppose a susceptible indi-

vidual, after successful contact with an infectious individual,
becomes infected, but does not develop immunity to the
disease. Therefore, the differential equations describing the
dynamics of an SI epidemic model based on the preceding
assumptions are listed as follows:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

S(t) =

(
N−I0

I0

)
Ne−Nβt

1+
(

N−I0
I0

)
e−Nβt

I(t) = N

1+
(

N−I0
I0

)
e−Nβt

N = S(t) + I(t)

I0 = I(0)

(1)

(2) SIS epidemic model
In the SIS epidemic model, we assume a susceptible indi-

vidual, after successful contact with an infectious individual,
becomes infected, but does not develop immunity to the dis-
ease. Hence, after recovery, infected individuals return to the
susceptible. Therefore, the differential equations describing the
dynamics of an SIS epidemic model based on the preceding
assumptions are listed as follows:

⎧⎪⎪⎨
⎪⎪⎩

dS(t)
dt = −βS(t)I(t)

N + (α+ λ)I(t)
dI(t)
dt = βS(t)I(t)

N − (α+ λ)I(t)

N = S(t) + I(t)

(2)

(3) SIR epidemic model
In the SIR epidemic model, when individuals become

infected, they develop immunity and enter the immune state
R. The SIR epidemic model has been applied to childhood
diseases such as chickenpox, measles, and mumps. Therefore,
the differential equations describing the dynamics of an SIR
epidemic model are described as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dS(t)
dt = −βS(t)I(t)

N + λ(I(t) +R(t))
dI(t)
dt = βS(t)I(t)

N − (α+ λ)I(t)
dR(t)
dt = αI(t) − λR(t)

N = S(t) + I(t) +R(t)

(3)

(4) SIRS epidemic model
In the SIRS epidemic model, the assumption is that infected

individuals can recover and will become susceptible again af-
ter recovering. Therefore, the differential equations describing
the dynamics of an SIRS epidemic model are described as
follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dS(t)
dt = −βS(t)I(t)

N + λ(I(t) +R(t)) + δR(t)
dI(t)
dt = βS(t)I(t)

N − (α+ λ)I(t)
dR(t)
dt = αI(t) − λR(t)− δR(t)

N = S(t) + I(t) +R(t)

(4)

B. Stochastic Epidemic Models

Stochastic epidemic models [59]–[61] mainly include three
types: (1) the discrete time Markov chain (DTMC) model, (2)
the continuous time Markov chain (CTMC) model, and (3) the
stochastic differential equation (SDE) model. These stochastic
models differ in their underlying assumptions regarding time
and state variables. In the DTMC model, time and state
variables are discrete. In the CTMC model, time is continuous,
but the state variable is discrete. Finally, the SDE model
is based on a diffusion process, where both time and state
variables are continuous. In the three stochastic population
models, the random nature of the individual birth and death
processes-demographic variability is taken into account. For
stochastic epidemic models, we focus on analyzing the DTMC
SIS and CTMC SIS model in this survey.

Let Y (t) be the random variable for the size at time t. It
is assumed that incidence rate, βi, and the recovery rate, αi
are continuous and differentiable functions of the population
size i. In addition, it is assumed there exists numbers K and
N such that 0 < K < N and: (1) β0 = α0 = 0 and βi =
0 for i ≥ N , (2) βi > 0 and αi > 0 for 0 ≤ i ≤
N , (3) βi > αi for 0 ≤ i ≤ K , (4) βi < αi for K <
i ≤ N .

In the DTMC SIS epidemic model, both the time and
population size are discrete-valued. Let Δt be a fixed time
interval and t ∈ {0,Δt, 2Δt, · · · }. It is assumed that Δt is
sufficiently small, so that at most one event occurs during
the time interval Δt. This event will either be an infection,
recovery, birth, or death, which only depends on the values of
state variables at the current time. Since the population size
remains constant, a birth and death must occur simultaneously.
Let the probabilities associated with Y (t) be denoted as
pi(t) = Prob{Y (t) = i} and p(t) = (p0(t), ..., pN (t))T .
Thus, the transition probabilities are denoted as follows.
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩

P{Y (t+Δt) = i− 1|Y (t) = i} = αiΔt

P{Y (t+Δt) = i+ 1|Y (t) = i} = βiΔt)

P{Y (t+Δt) = i|Y (t) = i} = 1− (αi − βi)Δt

P{Y (t+Δt) = k|Y (t) = i} = 0, |i− k| ≥ 2

(5)

Since Equation (5) satisfies the difference equations pi(t+
Δt) and pi(t+Δt) = βi−1Δtpi−1(t)+αi+1Δtpi+1(t)+(1−
(βi + αi)Δt)pi(t), the difference equations for the discrete-
time model can be expressed in matrix form with the definition
of the (N + 1)× (N + 1) transition matrix P .

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 α1Δt · · · 0

0 1− (β1 + α1)Δt · · · 0

0 β1Δt · · · 0

...
...

...
...

0 0 · · · αNΔt

0 0 · · · 1− αNΔt

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6)

To ensure P is a stochastic matrix, it is assumed that
max

i∈{1,2,··· ,N}
{(βi + αi)Δt} ≤ 1.

In the CTMC SIS epidemic model, the corresponding
continuous-time model is a Markov jump process with the
jumps forming a Markov chain, and the stochastic process
depending on the collection of discrete random variables
t ∈ [0,∞), Y (t) ∈ {0, 1, 2, · · · , N} and their associ-
ated probability functions p(t) = (p0(t), ..., pN (t))T , where
pi(t) = Prob{Y (t) = i}. The transition probabilities for the
CTMC model are as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

P{Y (t+Δt) = i− 1|Y (t) = i} = αiΔt+ o(Δt)

P{Y (t+Δt) = i+ 1|Y (t) = i} = βiΔt+ o(Δt)

P{Y (t+Δt) = i|Y (t) = i} = 1− (αi + βi)Δt+ o(Δt)

P{Y (t+Δt) = k|Y (t) = i} = o(Δt), |i − k| ≥ 2
(7)

Taking the limit as Δt → 0, a system of differential
equations for the probabilities pi(t) = Prob{Y (t) = i}
can be shown to satisfy the forward Kolmogorov differential
equations: dpi(t)

dt = βi−1pi−1(t)+αi+1pi+1(t)−(βi+αi)pi(t)

where i ∈ {1, · · · , N} and dp0(t)
dt = α1p1(t). Thus, the

difference equations for the continuous-time model can be
expressed in matrix form with the definition of the transition
matrix Q.

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 α1 0 · · · 0

0 −(β1 + α1) α2 · · · 0

0 β1 −(β2 + α2) · · · 0

...
...

...
...

...
0 0 0 · · · αN

0 0 0 · · · −αN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8)

In the SDE model, both time and state are continuous
variables, t ∈ [0,∞) and Y (t) ∈ {0, 1, 2, · · · , N} [61].
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Fig. 3. Basic deterministic epidemic models

C. Spatial-Temporal Epidemic Models

The concept of cellular automata (CA) [62], [63] was first
proposed by J. Von Neumann and Stan Ulam in the early
1950s. As the original theoretical concept is of universality,
researchers have tried to develop simpler and more practical
architectures of CA, which can be used to model widely
divergent application areas. In this respect, two notable devel-
opments are credited to John Conway and Stephen Wolfram.
In 1970, the mathematician John Conway proposed his now fa-
mous game of life, which received widespread interest among
researchers. In the beginning of the 1980s, Stephen Wolfram
studied a family of simple one-dimensional cellular automata
rules (now referred to as Wolfram rules) and demonstrated that
even the simplest of rules are capable of emulating complex
behavior.

A CA is a discrete dynamic system, where space, time,
and the state of the system are distinct. It is also a spatially
and temporally discrete, deterministic mathematical model.
In general, a CA can be defined as any dimensions. One-,
two-, and three- dimensional cellular automata are often used
by researchers. For example, a one-dimensional CA can be
visualized as having a cell at each integral point on the real
number line, and cell Ci has a left and a right neighbor (except
edge conditions). A two-dimensional CA is represented as a
regular spatial lattice or grid. At time t, each cell stays in one
of a finite number of possible discrete states. By interacting
with its neighbors, each cell updates its current state following
a set of specific transition rules. According to the above
description, a CA can be formally defined as a four-tuple,
{C, S, V, f}. The elements are further explained as follows:
C denotes a cellular space, for a two-dimensional CA, C =

{(i, j)|i, j ∈ Z, 1 ≤ i ≤ L, 1 ≤ j ≤ L}.
S denotes a finite state set whose elements are the possible

states of cells.
V denotes the neighborhood of each cell, for a two-

dimensional CA, V = {(xk, yk), 1 ≤ k ≤ N} ⊂ Z × Z .
f denotes a set of local transition rules.
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(a) Von Neumann (b) Moore 

  

Fig. 4. Neighborhood of Von Neumann and Moore

As mentioned above, the most important types of neigh-
borhoods are the Von Neumann neighborhood (see Fig. 4(a))
provided by the cell itself and four additional cells, and the
Moore neighborhood (see Fig. 4(b)), formed by the cell itself
and its eight nearest cells.

D. Comparison of Epidemic Models

(1) Deterministic models are the first and most popular.
They are represented by differential equations of various
forms. It is assumed that the size of the susceptible and
infectious population is a definite function of time in these
models.

• Advantages: These models can describe the dynamic
inter-relations among the rates of change and population
size. The mathematical theories for these types of models
have been well developed, and are suitable for making
predictions.

• Disadvantages: During an early stage of malware propa-
gation, these models may not accurately characterize the
spread of malware as the number of infected hosts is
small.

(2) The modeling mechanism for stochastic models is the
stochastic process. The populations in this type of model
are represented by the stochastic process. These models can
describe the dynamic interrelations of their probability distri-
butions.

• Advantages: Stochastic models are suitable for studying
a small community.

• Disadvantages: Due to lack of a general mathematical
formulation, it is difficult to perform mathematical anal-
ysis in stochastic models.

(3) The modeling basis for spatial-temporal models is CAs.
A CA contains a large number of simple identical components
with local interactions, and is capable of simulating complex
systems and their spatial-temporal evolution process.

• Advantages: It becomes an important tool for studying
the space-time evolution of a self-organizing system due
to its capability, and to characterize the characteristics of
complex systems based on local evolution rules.

• Disadvantages: The transition rules are vulnerable to
human interference during the defining process.

The basic models for propagation dynamics are listed in
Table IV.

IV. SMARTPHONE MALWARE PROPAGATION MODELING

As Internet viruses are similar to biological viruses in their
self-replicating and propagation behaviors, epidemiological
models for analyzing the propagation of Internet worms is
nothing new, as there has been tremendous interest in mod-
eling the propagation of Internet viruses over a number of
decades [64]–[69]. The study of computer viruses in general,
and Internet viruses in particular, is a very popular topic of
research. The security issue regarding malware propagation
that exploits geographic proximity of wireless-enabled devices
has received significant attention in recent years. Many efforts
have been made to model the propagation behavior of malware
in wireless networks, such as wireless sensor networks [70]–
[73] and wireless ad-hoc networks [74]–[78].

Due to the strong similarity in the behaviors of self-
replicating and propagation between mobile malware and
biological viruses, most investigations of malware propagation
in smartphones focus predominately on modeling the malware
propagation by employing the classical epidemic theories in
epidemiology. For example, the mathematical models devel-
oped for biological infectious diseases have been applied to
the research of malware propagation in smartphones.

Mobile malware has been extensively studied in the liter-
ature and a large number of malware propagation models,
such as mathematical-based and simulator-based approaches,
have been proposed to study epidemiological problems in
smartphones. Mathematical models and their analysis play a
natural role in understanding and predicting the propagation
dynamics of an infection. Simulators provide a very useful
tool for the analysis of real epidemics, offer an effective
verification method for mathematical models, and provide
quantitative insight into the dynamics of how an infection
spreads.

A. Mathematical-Based Propagation Models

In this subsection, we investigate the malware propagation
models in smartphones including Bluetooth-based and hybrid-
based models.

(1) Yan’s model (analytical model on Bluetooth worms)
Yan and Eidenbenz [79], [80] built an analytical model

to study the spread of Bluetooth worms. In this model, let
i(t) be the average density of infected devices in the network
considered at time t, let ρ(t) denote the device density at time
t, and let i(tk) denote the infection density at time tk(k ≥ 0).
The next time point and the associated worm propagation
status are denoted by tk+1 and i(tk+1), respectively. Thus,
the worm propagation curve is expressed as follows:

i(tk+1) =
i(tk)ρ(tk)

i′(tk) + (ρ(tk)− i′(tk))e−ψ
(9)

α(t) = Ω(t, 1, Tinq(t), < 0, 0, 0, 1, 0 >), (10)

where ψ = −α(tk) · ρ(tk)/(ρ(tk)− i′(tk)), ρ(tk) denotes the
average density at time tk.

In the proposed model, the impact of mobility patterns on
Bluetooth worm propagation can be investigated by introduc-
ing the input parameters, such as average node degree, average
node meeting rate, and the link duration distribution.
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TABLE IV
BASIC MODELS FOR PROPAGATION DYNAMICS

Type Deterministic model Stochastic model Spatial − temporal model
Theory Differential equation Markov process Cellular automata
Spatially Continuous Continuous Discrete
Temporal Continuous Continuous or discrete Discrete
Dividual state Continuous Discrete Discrete
Dividual interaction No No Yes
Adaptive scope Randomly moving individuals A small number of individuals Large number of individuals
Model description Differential equation Continous or discrete time Markov chain Stochastic evolution rules

(2) SIP model
Rhodes and Nekovee [81] investigated the effect of pop-

ulation characteristics and device behavior on the outbreak
dynamics of Bluetooth worms using the SIP model. In the
SIP model, let a population of N individual devices exist at a
density ρ and move with a mean speed v. It is assumed there
is a single infected device capable of spreading a worm with
a probability p to any other device that finds itself within a
wireless communications radius R. If a worm is introduced
into the system, each device can be either susceptible (S),
infected (I) or recovered (P ). Thus, in a finite population of
fixed size, worm propagation is described as follows:

⎧⎪⎨
⎪⎩

dS
dt = −2Rρv̄pSIN
dI
dt = −2Rρv̄pSIN − δI
dP
dt = δI

(11)

However, Rhodes and Nekovee did not characterize the
spatial-temporal characteristics of the propagation dynamics
of Bluetooth worms, and also did not consider the impact of
individual difference on the propagation dynamics of different
worms.

(3) SIS model
Martin et al. [82] predicted the spread of cell phone viruses

using the SIS model from mathematical epidemiology. In the
SIS model, let I denote the ratio of the number of infected cell
phones to the total number of cell phones, S represent the ratio
of the number of susceptible cell phones to the total number
of cell phones, α denote the rate at which infected cell phones
recover and return to the susceptible state, and β represent the
transmission rate between susceptible and infected cell phones
based on binary contacts. Thus, the SIS model is given by
Equation (2).

However, the authors did not take into account the im-
pact of individual difference on the propagation dynamics
of proximity-based viruses, and did not characterize the
spatial-temporal characteristics on the propagation dynamics
of proximity-based viruses.

(4) Mickens’s model (probabilistic queuing framework)
Mickens and Noble [83] proposed a probabilistic queuing

framework to model the propagation of mobile viruses over
short-range wireless interfaces. In this model, let P (k) denote
the connectivity distribution for the network. The queuing
model is initialized by inserting Nk = P (k)N nodes into
each Qk. Thus, the standard homogeneous infection dynamics
in each queue is simulated by:

dIk
dt

= βkiIk(1− Ik)− δIk (12)

The global number of infected nodes is given by∑N−1
k=0 [IkNk]. The authors demonstrated the impact of node

speed upon the steady state infection level of the network, and
provided a preliminary stochastic counterpart for the determin-
istic model. However, they did not characterize the impact of
individual difference on the propagation dynamics of viruses,
and did not characterize the spatial-temporal characteristics on
the propagation dynamics of viruses.

(5) Two-layer propagation model

Gao and Liu [84], [85] proposed a two-layer model to sim-
ulate the propagation process of Bluetooth-based and SMS-
based viruses in the geographic network composed of cell
towers and the logical contact network composed of mobile
phones, respectively. The lower layer is a cell tower network
based on geographical information. Bluetooth-based viruses
can spread in this layer based on local positions of mobile
phones. The upper layer is a logical network based on the
address book of each phone. SMS-based viruses propagate in
this layer based on the contact relationships among mobile
users. In this model, a geographical network is represented
as a 2-dimensional grid, G[N ][N ], and N is the total size
of the grid. A cell tower is denoted as Ti, which is a tuple
< r, p(x, y), ntp, Tlink >, where r is the service radius of
a cell tower; p(x, y) records the coordinates of Ti; ntp is
the total number of phones in the service area of Ti; Tlink
is an information list about the adjacent neighbors of Ti. In
addition, the typical SIR model is used to characterize the
propagation process of Bluetooth-based viruses in each tower.
In a logical contact network, each phone vi is represented as a
tuple < Tid, l(x, y), on− off, ton, pclick, Plink >, where Tid
is the ID of a cell tower that provides wireless service for vi.
l(x, y) records the coordinates of vi in the geographic network;
on− off is a boolean variable that is used to verify whether
or not vi is open. ton records the time vi is open; pclick is
the probability of a user clicking a suspicious message, which
is determined by the security awareness of the user; Plink
records the address book of vi.

With this model, the effects of human operations are eval-
uated on SMS-based virus propagation in contact networks,
and the effects of human mobility are evaluated on Bluetooth-
based virus propagation in geographic networks.

(6) Cheng’s model (analytical model on hybrid malware)

Cheng et al. [86] proposed an analytical model to analyze
the speed and severity of spreading hybrid malware, such as
Commwarrior that targets MMS and Bluetooth. In this paper,
the dynamics of an infected subpopulation by MMS with time
t is described using a basic differential equation as follows:
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dIMMS(t)

dt
= βMMS

S(t)(ηMMS − 1)

N
I(t) (13)

The incremental spatial infection at time t of all infection
circles is given by:

dIBT (t)

dt
=

∫ t

0

I ′MMS(τ)G
′(τ, t− τ)dτ (14)

However, the authors did not characterize the impact of indi-
vidual difference on the propagation dynamics of malware, and
also did not characterize the spatial-temporal characteristics on
the propagation dynamics of malware.

(7) SEIR model (Ramachandran)
Ramachandran and Sikdar [87] presented an analytical

model to explore the impact of various spreading mecha-
nisms such as downloads from the Internet or P2P networks,
transfers through Bluetooth, WLAN and infra red interfaces
and through MMS or SMS messages on the dynamics of
malware propagation in smartphone networks. In their model,
four equations are used to characterize each location a cell
phone may visit. The locations are classified into P patches
and the total number of equations is reduced to 4P . Let mpq

denote the rate of travel from patch q to patch p. Sp, Ep, Ip,
and Rp denote the rate of change for the susceptible, exposed,
infectious and recovered populations in patch p(1 ≤ p ≤ P ),
respectively. The malware propagation in cell phones is de-
scribed by the following equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dSp

dt = dp(Np − Sp)− pponγp(t)Sp − pponβpSp
Ip
Np

−
P∑
i=1

α(1− ρ)Sp
Ii
Ni

+
P∑
q=1

mpqSq−
P∑
q=1

mpqSp

dEp

dt =
P∑
i=1

α(1 − ρ)Sp
Ii
Ni

− (dp + εp)−
P∑
q=1

mpqEq

dIp
dt = pponγp(t)Sp + pponβpSp

Ip
Np

− (dp + δp)Ip

+ εpEp +
P∑
q=1

mpqIq−
P∑
q=1

mpqIp

dRp

dt = δpIp − dpRp +
P∑
q=1

mpqRq−
P∑
q=1

mpqRp

(15)
where Np = Sp+Ep+Ip+Rp;Sp, Ep, Ip, Rp ≥ 0 at t =
0.

However, Ramachandran and Sikdar did not characterize
the effect of human behavior on the malware propagation.

(8) SEIRD model
Xia et al. [88] built a susceptible-exposed-infected-

recovered-dormancy (SEIRD) model for the Bluetooth and
MMS hybrid spread mode according to the ComWar worm.
They divided phone nodes into five states, such as S,E, I, R,
and D, and 11 kinds of state conversions, such as (i) S → I ,
I → D, D → I , with E → I(β) related to the Bluetooth
spread mode; (ii) S → E, E → S, E → R, and E → I(μ) are
related to the SMS/MMS spread mode; (iii) S → R, I → S,
and I → R are related to the combination of both Bluetooth
and SMS/MMS modes. The SEIRD model can be described
with the following differential equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS(t)
dt = PESE(t) + PISI(t)− βk̄S(t)I(t)− λ(t)S(t)

− PSRS(t)
dE(t)
dt = λ(t)S(t)− βk̄E(t)I(t)− (μ+ PES + PER)E(t)

dI(t)
dt = βk̄(S(t) + E(t))I(t) + μE(t) + θD(t)

− (γ + PIS + ε)I(t)
dR(t)
dt = γI(t) + PERE(t) + PSRS(t)

dD(t)
dt = εI(t)− θD(t)

N = S(t) + E(t) + I(t) +R(t) +D(t)

k̄ = σ(v

√
4r2 − (Δt)

2
v2 + πr2 − π

4 (Δt)
2v2)− 1

λ(t) = wη I(t)N
S(t)

S(t)+I(t)

(16)

where β is the infection rate, k denotes the average degree
of nodes, η is the probability an infected smartphone will
spread the virus to its contacts, γ is the probability that
an infectious smartphone gains overall technical support and
is removed, μ is the probability that the exposed smart-
phone becomes infectious, ε is the probability the infectious
smartphone whose battery is exhausted through Bluetooth
technology, enters the dormancy state, θ is the probability that
a dormant smartphone becomes infectious after recharging.

However, Xia et al. did not take the variability of the
malware on propagation consideration nor characterized the
effect of human behavior on malware propagation.

(9) SEIR model (Fan)
Fan et al. [89] built a Susceptible-Exposed-Infected-

Recovered (SEIR) model for the Bluetooth and SMS/MMS
hybrid spread mode, based on the preventive immunity and
mutation of the mobile phone virus. They further discussed
at length the influence of the propagation parameters, such
as preventive immunity of mobile phone users, mutation of
virus, immunity structure in the SMS/MMS network, and node
average degree in the Bluetooth network on the propagation
of the virus. The phone nodes are divided into 4 states and
8 kinds of state conversions, among them: S → I and
E → I(β1) are Bluetooth spread mode; S → E, E → I(β2),
and E → R are SMS/MMS spread mode; S → R, R → S,
and I → R are the combination of both Bluetooth and
SMS/MMS modes. Thus, the SEIR model can be described
by the following differential equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS(t)
dt = −β1k̄S(t)I(t) − PSES(t)− μ1S(t) + PRSR(t)

dE(t)
dt = PSES(t)− β1k̄E(t)I(t) − (μ2 + β2)E(t)

dI(t)
dt = β1k̄(S(t) + E(t))I(t) + β2E(t)− δI(t)

dR(t)
dt = μ1S(t) + μ2E(t) + δI(t)− PRSR(t)

N = S(t) + E(t) + I(t) +R(t)

k̄ = ρπγ2(1− α) + ρ[3Δtv
√
r2 − 1

4 (Δt)
2
v2

+ 2r2 arccos(
1
2Δtv

r )]α− 1

PSE = λ(t) = ωη I(t)N
S(t)

S(t)+I(t)

PRS = f(t− t0)ε
(17)
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where k denotes the average degree of nodes, η is the
probability that infected smartphones will spread the virus
to its contacts, β1 is the rate the susceptible or exposed
smartphones become infected via Bluetooth, β2 is the rate
the exposed smartphones become infected via SMS/MMS,
δ is the probability the infected smartphones remove the
infected viruses using anti-virus software, patches etc. and
recover, μ1 is the probability susceptible smartphones gain
pre-immunity using defense technologies such as updating its
virus database, or using patches, μ2 is the probability exposed
smartphones will gain pre-immunity by defense technologies
such as updating its virus database, and using patches.

However, Fan et al. did not characterise the effect of human
behaviors on the malware propagation.

(10) WPM model
Peng and Wang [90], [91] proposed a worm propagation

modeling scheme (WPM). WPM utilizes the two-dimensional
(2D) cellular automata to simulate the dynamics of the worm
propagation process from a single node to an entire network.
The WPM scheme integrates an infection factor, which evalu-
ates the degree of spread for infected nodes, and the resistance
factor, which offers a resistance evaluation towards susceptible
nodes. Let Nu denote the number of each node’s neighbor
nodes. Let ΦCij ,Ckl

denote the interaction coefficient between
cell Cij and its neighbors, which is defined as the strength
or likelihood of infection from one cell to another. Let δ
denote the infection index, which is calculated as a ratio of
the interaction coefficient between cell Cij and its neighbors
to its resisted factor. Thus, ΦCij,Ckl

and δ are described as
follows:

ΦCij ,Ckl
=

v=Nu∑
v=1

IFvu√
(i− k)2 + (j − l)2

(18)

δ =
ΦCij ,Ckl

RF
(19)

where IFvu is the infected factor, which denotes infection
degree from node v to node u (0 ≤ IF ≤ 1). RF is the
resisted factor, which denotes the resistance degree of the node
on infection from other nodes (0 ≤ RF ≤ 1). However, the
authors do not take the dynamics characteristics of the hybrid
spread mode into consideration.

(11) Wang’s model
Wang et al. [92] presented a model on mobile malware

using the SI model and studied spreading patterns of both
Bluetooth and MMS worms. In this model, mobile phone data
was processed to obtain the mobility of devices at a cell-tower
resolution. Let an infected user (I) infect a susceptible user
(S), thus, the number of infected users evolves in time (t) and
can be represented as follows:

dI

dt
=
bSI

N
(20)

where b = m < k > is the effective infection rate with
m = 1, N is the number of users in the tower area, and the
average number of contacts is < k >= rA = NA/Atower,
where A = pr2 represents the Bluetooth communication area
and r = N/Atower is the population density inside a tower’s
service area.

Once an infected user moves into the vicinity of a new
tower, it serves as a source for a Bluetooth infection in
its new location. However, the authors proposed a more
realistic propagation model to study Bluetooth-based and
MMS-based worms by analyzing and predicting the mobility
patterns in real world situations. Moreover, they extracted the
characteristics of human mobility from real data traces, and
then proposed a model to predict mobility patterns. However,
human behavior (i.e., whether or not a user opens an infected
message) was ignored in this model.

(12) Szongott’s model
Szongott et al. [93] presented a schema to show how

mobile malware can spread epidemically on a device-to-device
infection vector, and almost infect an entire metropolitan
area within a couple of hours, such as downtown Chicago.
This schema has a difference between two distinct infection
environments: roads and locations. The infection probability
for devices located in these locations is defined as follows:

Ai = β × l × a

i
(20)

where Ai denotes the area per infected visitor, which is
determined by dividing the total area of the location as
determined by its story count l and its base area a by the
number of infected devices i. β is used to dampen the infection
rate to account for the fact that people in the building will
seldom be distributed equally, and to account for the fact that
in buildings with different infrastructure and ad-hoc networks,
they will disturb each other and thereby make an infection less
likely. Let tloc denote the device activation interval, and tvisit
denote the duration of its visit. The final infection probability
Pi is obtained by the combination of these two factors.

Pi =
tvisit
tloc

× πr2

Ai
(21)

where r denotes the Wi-Fi range.
This schema considers the spatial-temporal evolution pro-

cess of mobile malware propagation and characterized the
effect of human behaviors on malware propagation. However,
the authors failed to characterize the impact of individual
difference on the propagation dynamics of malware.

A comparison of malware propagation models is listed in
Table V. From Table V, it is known that differential equations
are widely used to model malware propagation in existing
work. That is, most malware propagation models are based
on deterministic models, and only a small number are based
on stochastic and spatial-temporal models.

B. Simulators for Mobile Malware Propagation

In this subsection, we investigate the simulator for malware
propagation models in smartphones, such as event-based sim-
ulator [94], EpiNet [95], EpiCure [96], ns-2 simulator [97],
trace-driven simulator [98], [99], and agent-based simulator
[100].

Fleizach et al. [94] developed an event-based simulator to
evaluate the effects of malware propagation using communica-
tion services like VOIP and MMS in mobile phone networks.

Channakeshava et al. [95] presented an end-to-end frame-
work for simulating the spread of worms over wireless
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TABLE V
COMPARISON OF MALWARE PROPAGATION MODELS

Model Modeling theory Malware type
Individual
difference

Hunman
behaviors

Mobility

Yan [79], [80] Differential equations Bluetooth worm No No Yes
SIP [81] Differential equations Bluetooth worm No No Yes
SIS [82] Differential equations Bluetooth worm No No No
Micken [83] Differential equations Bluetooth worm No No No
Two-layer [84],
[85] Differential equations Bluetooth and SMS worm No Yes Yes

Cheng [86] Differential equations Bluetooth and MMS worm No No No
SEIR [87] Differential equations Bluetooth and SMS/MMS worm No No No
SEIRD [88] Differential equations Bluetooth and MMS worm No No Yes
SEIR(Fan) [89] Differential equations Bluetooth and SMS/MMS worm No No Yes
WPM [90] Cellular automata Bluetooth worm Yes No No
Wang [92] Differential equations Bluetooth and MMS worm No No Yes
Szongott [93] Spatial-temporal model Hybrid malware No Yes Yes

networks, named EpiNet. Based on [95], Channakeshava et
al. [96] also proposed an individual-based, named EpiCure,
which can be used to study malware propagation over realistic
mobile networks. In comparison to EpiNet, EpiCure has two
advantages: scalability for very large networks and support for
complex interventions.

Yan and Eidenbenz [101] used the ns-2 simulator to study
the nature, characteristics and spreading dynamics of mobile
worms and the effectiveness of several parameters on worm
spreading. However, it failed to provide a flexible and scalable
computational framework to evaluate and analyze a large scale
wireless epidemic in the ns-2 simulator.

Su et al. [98] investigated whether or not a large-scale
Bluetooth worm outbreak is viable in practice. The authors
used trace-driven simulations to examine the propagation
dynamics of Bluetooth worms and found that Bluetooth worms
can infect a large population relatively quickly, in just a few
days.

Miklas et al. [99] built a trace-driven simulator to study
the interactions between Bluetooth devices. They concluded
that Bluetooth-based worms spread more widely by exploiting
contacts between ‘strangers’ instead of ‘friends’.

Bose and Shin [100] modeled malware propagation through
both MMS/SMS and Bluetooth vectors using a fine-grained
agent-based simulator, and emulated the propagation of this
virus in a small mobile network representative of a public
meeting place, such as a stadium or airport, using data from
a real-world SMS network.

The comparison of simulator for malware propagation is
shown in Table VI.

V. PROBLEMS OF CURRENT MODELS AND FUTURE
TRENDS

Based on our study of this topic, we summarize the short-
comings of smartphone malware propagation models that we
have surveyed in this paper, and point out possible future
trends in this field.

A. Existing Problems

Due to the short history of smartphone malware, related
research on this topic is still in its infancy. We list the

disadvantages of the surveyed modeling techniques based on
our knowledge of the field as follows:

(1) Diversity of propagation models.
In general, each of the existing smartphone malware propa-

gation models were proposed based on specific malware. For
example, the WPM model is based on a Bluetooth worm,
while the SEIRD model is based on Bluetooth and MMS
worms. A representative unified and integrated propagation
model remains unknown to the cyber security community. Of
course, this is extremely challenging and a solution may not
exist.

(2) Difficulty comparing performance among different prop-
agation models.

It is very difficult to compare the performance between
any two models we have studied in this paper. In the afore-
mentioned mathematical-based models, the evaluation of their
performance is completed by simulations. As to most of the
existing models, they fail to make a comparative analysis
with other models, and fail to evaluate the performance in
a practical environment as well.

(3) Modeling based on partial information
From Table V, we can see that most existing models

fail to consider all possible input parameters. For example,
most models have neither considered the impact of individual
differences on malware propagation, nor considered the impact
of human behavior on malware propagation. Nor did any
describe the impact of random mobility on smartphone users.

B. Future Trends

Combining the issues raised in the previous sections, and
based on our understanding, we believe the following di-
rections [102], [103] are promising for further research into
smartphone malware propagation modeling.

(1) Integration of knowledge from cross disciplines.
Due to the complexity of the topic, and in order to address

the problem, it is necessary to integrate the knowledge of
cross disciplines, such as complex network theory, social
network theory, machine learning, artificial intelligence, the
stochastic process, and graph theory. The integration of this
knowledge can offer us a model that is close to real malware
propagation scenarios, e.g., transmission capacity, speed and
possible damage, and can also offer us to the opportunity
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TABLE VI
COMPARISON OF SIMULATOR FOR MALWARE PROPAGATION MODELS

ns− 2 [97] Trace− driven
[98], [99]

Agent − based
[100]

Event − based
[94] EpiNet [95] EpiCure [96]

Time 1986 2006 2006 2007 2009 2011
Platform frame-
work Complex Simple Simple Simple Simple Simple

Purpose

Examine the
performance of
wired networks
or wireless
networks

Examine the
propagation
dynamics of
Bluetooth worms

Study mobile
viruses that
spread through
Bluetooth and
SMS/MMS

Study malware
that spread
through VoIP
and MMS

Wireless
epidemiology

Wireless
epidemiology

Network type
Wired networks
or wireless net-
works

Mobile phone
networks

Mobile phone
networks

Mobile phone
networks

Wireless
networks

Wireless
networks

Network scale Medium Medium Medium Medium Medium Large
Simulation speed Slow Quick Slow Quick Quick Quick
Simulation
implementation Difficult Easy Easy Easy Easy Easy

design a node misbehavior model [104], that can be used to
describe the complexity and uncertainty of virus propagation.

(2) A social network is a critical component to solving the
problem.

A social contact network is the basis of malware propa-
gation, and complex human relationships combine with ever-
changing personal behavior leads to a complex morphology of
the actual social network. Therefore, the formation mechanism
of a social network and its evolution are core issues for the
dynamics of malware propagation. The recently appeared on
network science is a good direction for us to explore.

(3) Mobile social networks are an essential element of the
problem.

In mobile social networks [105], there is potential for
collaborative data gathering via already deployed and human
maintained devices. Mobile social networks provide an in-
depth understanding about the impact of human behavior
on malware propagation in smartphones, such as social re-
lationships, human operations, and mobility patterns. Under
realistic scenarios, we need to model malware propagation
to characterize its speed and severity in smartphone-based
mobile networks, to understand how network topology affects
propagation, how propagation affects the network, and to
highlight the implications for network-based defenses against
such malware.

VI. CONCLUSIONS

Recent advancements in mobile technology have brought
smartphones and malware attacks into focus. The trend shows
a severe increase in mobile malware as many other threats
designed for PC operating systems, migrate to smartphone
platforms. To characterize the risks and features of malware
in smartphones, this paper has summarized advancements
in this area of research. In this paper, we have outlined
the current scenario of mobile malware in smartphones by
reviewing the process of its evolution, infection vectors, and
categories, along with the risks. We also provided several typi-
cal examples. We also surveyed the literature from 2004-2012
by analyzing the basic characteristics of typical malware in
smartphones. The current modeling theory and technology of
epidemics has been generalized by discussing the features of

deterministic models, stochastic models, and spatial-temporal
models. Moreover, we have summarized current malware
propagation models in smartphones by focusing on existing
mechanisms related to characterizing the dynamics of malware
propagation based on the ordinary differential equations, the
Markov process, or cellular automata. In the final section of
this paper, we also presented the disadvantages of existing
models and discussed future trends.
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