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Abstract—The health sciences are, nowadays, one of the ma-
jor application areas for case-based reasoning (CBR). The paper
presents a survey of recent medical CBR systems based on a litera-
ture review and an e-mail questionnaire sent to the corresponding
authors of the papers where these systems are presented. Some
clear trends have been identified, such as multipurpose systems:
more than half of the current medical CBR systems address more
than one task. Research on CBR in the area is growing, but most of
the systems are still prototypes and not available in the market as
commercial products. However, many of the projects/systems are
intended to be commercialized.

Index Terms—Case-based reasoning (CBR), construction-
oriented properties, medical system, purpose-oriented properties,
survey.

I. INTRODUCTION

CASE-BASED reasoning (CBR) is today both a recognized
and well-established method for the health sciences. The

health science domain offers the CBR community worthy chal-
lenges and is driving CBR research forward by offering a variety
of complex tasks, which are difficult to solve with other methods
and approaches.

The origin of CBR can be traced to Yale University and the
work of Schank and Abelson in 1977 [54]. Early work exploiting
CBR in the medical domain was performed by Koton [56] and
Bareiss [57] in the late 1980s. The CBR is inspired by human
reasoning, i.e., solving a new problem by applying previous
experiences adapted to the current situation. A case (an episodic
experience) normally contains a problem, a solution, and its
result. The CBR is an appropriate method to explore in a medical
context where symptoms represent the problem, and diagnosis
and treatment represent the solution. Aamodt and Plaza [1] have
outlined a life cycle of CBR with four main steps (retrieve, reuse,
revise, and retain), as shown in Fig. 1.

In the retrieval step, a new problem is matched against the
previous cases in the case library. Domain knowledge is used
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Fig. 1. CBR cycle, introduced by Aamodt and Plaza [1].

to determine how similar a case is to a previous one, and the
degree of similarity leads to an estimate of how suitable the
previous solution is for the current problem. The most relevant
solutions are proposed to solve the current problem (after some
adaptations if necessary). The selected solution is revised before
it is reused. Then, the new problem and its solution are retained
in the case library for future use.

Prior to the case formulation, some CBR systems typically
need preprocessing and filtering. For example, if the data are
collected from sensor signals, images, free-text sources, etc.,
then the system may require feature extraction, feature mining,
indexing, weighting, etc.

In the medical domain, clinicians or doctors may start their
practice with some initial experiences (solved cases). Afterward,
they use these past experiences to solve a new problem. This
may involve some adjustment of the previous solutions to solve
the new problem. Thus, a new experience (case) has been cre-
ated, which enriches the clinician’s/doctor’s set of experiences.
In fact, this is how the traditional CBR cycle works. So, the CBR
is a reasoning process, which is medically accepted and also get-
ting increasing attention from the medical domain. A number of
benefits of applying CBR in the medical domain have already
been identified [13], [24], [36]. However, the medical applica-
tions offer a number of challenges for the CBR researchers and
drive advances in research. Important research issues are given
in the following.
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1) Feature extraction is becoming complicated in the recent
medical CBR systems due to a complex data format where
the data are coming from sensors [6] or images [43] or as
time series [49] or free-text format [4]. Key-sequence-
discovery approach was proposed in [23] to find char-
acterizing features of time series cases and it was also
shown that case indexing and similarity matching based
on discovered key sequences resulted in improved perfor-
mance of case-based classification of symbolic time series
data [67].

2) Feature selection and weighting are two other important
factors for which many CBR systems depend on expert
knowledge. Cases with hidden features could also affect
the retrieval performance.

3) The component that plays a central role in the CBR sys-
tems is the case base or case library. A case base can be
considered as concrete knowledge of a model consisting
of specific cases. The cases stored in a case library should
be both representative and comprehensive, so as to cover
a wide spectrum of possible situations. As an initial step
in the creation of a medical CBR system, the case base
is often launched with a limited number of cases, which
may reduce the system performance. Therefore, the case-
library maintenance [2] and case mining have become
increasingly important issues in the CBR research.

4) Many CBR systems avoid automatic adaptation strategies
due to a number of problems, such as the complexity of
medical domains, rapid changes of medical knowledge,
the large number of features, reliability, risk analysis, etc.
[36]. As a result, the adaptation step in the medical domain
is often performed manually by an expert of the domain.

Interesting publications which looked at the early influential
CBR systems in the health sciences include [7], [11], [13], [26],
[37], [48]. A survey of the medical CBR systems before 1998
was done by Griel et al. in [24]. Another survey for the medical
CBR systems/projects reported between the years 1999 and
2003 was done by Nilsson and Sollenborn in [38].

Due to the area’s fast and successful development, there is a
need for a systematic survey to identify recent trends in medical
CBR systems. This paper focuses on the medical CBR sys-
tems/projects created or reported on between 2004 and 2008.
Through a literature review, the discussion is extended for the
systems/projects reported on in the year 2009. The aim of the
survey is to investigate the recent trends, in particular, why
the recent systems are being built, i.e., their purpose, and how
they are constructed. The aim of this review is to provide the
reader easier access to the current state of the art. We have
done an exhaustive literature search in the proceedings of CBR
conferences, i.e., ICCBR/ECCBR 2004–2009 and their adjunct
workshops on CBR in medicine. Some of the references from
other journals such as the Journal of IEEE Intelligent Systems,
Computational Intelligence, Artificial Intelligence in Medicine,
the International Journal of Hybrid Intelligent Systems, Trans-
actions on CBR on Multimedia Data, Applied Intelligence,
Knowledge-Based Systems, the European Journal of Opera-
tional Research, IEEE Transactions on Knowledge and Data
Engineering, Applied Soft Computing, and Expert Systems and

Applications are also included. An e-mail survey to the au-
thors of the papers was conducted mainly to find out about
the construction-oriented properties, which may not always be
available in the corresponding research papers describing the
systems. The number of medical CBR systems published in dif-
ferent journals shows a rapid growth of the field in recent days.
It is possible that there are other systems/projects, which we
failed to identify although we sought to be as comprehensive
as possible in our literature search. Nevertheless, the 34 sys-
tems/projects included in this paper represent certain significant
trends with respect to the medical CBR systems.

The paper is organized as follows: in Section II, we de-
scribe the categorization of the system properties on the basis of
which the different systems are compared. Section III presents
the survey results and summarizes the recent trends in tables
based on purpose-oriented and construction-oriented properties.
Section IV discusses the overall trends. Section V contains a
conclusion and a short summary of and references to the sys-
tems included are provided in the Appendix.

II. CATEGORIZATION OF SYSTEM PROPERTIES

This survey was conducted by following the approach of
Nilsson and Sollenborn in [38], where the development of the
systems is followed by analyzing a set of distinctive system
properties.

The system properties are divided into two parts.
1) Purpose-oriented properties: the function or functions,

such as diagnosis, classification, tutoring, planning,
knowledge acquisition/management, that is/are performed
by a system.

2) Construction-oriented properties: how the systems are
constructed, i.e., case type, adaptability, hybridization, etc.

A. Purpose-Oriented Properties

1) Diagnosis: This property assists a clinician in the process
of identifying a disease or medical condition. Most of the
medical systems provide various degrees of assistance in
the diagnostic process.

2) Classification: Classification is a method by which new
situations are distributed or categorized into groups (i.e.,
items are arranged in classes or categories).

3) Tutoring: A tutoring system acts as a trainer, which gener-
ates individualized instructions or feedback for students.
Some CBR systems attempt to function as tutoring sys-
tems, typically by using a case library.

4) Planning: In the medical domain, planning generally refers
to treatment procedure or therapy management. For in-
stance, the RHENE system [34] provides planning exper-
tise for patients with end-stage renal disease by monitoring
and adjusting the treatment over time.

5) Knowledge acquisition/management: A system can assist
in leveraging the knowledge within an organization. This
property is defined according to [51], where knowledge
acquisition is labeled as one of the activities of knowledge
management.
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B. Construction-Oriented Properties

1) Subjects: The number of persons/patients used in the eval-
uation of the system.

2) Number of cases: The quantity of cases for each CBR
system.

3) Case type: The nature, e.g., real, prototypical, generic,
of a case or group of cases used for the purpose of
evaluation.

4) Prototype: This property shows whether and to what extent
a system has been implemented, i.e., in the form of a model
or a trial product.

5) Adaptability: To what extent the systems are using
automatic adjustments of the cases in the medical
domain.

6) Hybridization: This property explores the synergy be-
tween the CBR and other artificial intelligence (AI) meth-
ods. This often enriches the reliability and efficiency of a
system.

7) Autonomy: This indicates the degree of autonomy or the
level of human intervention needed to complete and/or
evaluate a system’s performance. A fully independent sys-
tem can provide results without any human intervention,
which is particularly rare in medical diagnosis and plan-
ning systems.

8) Commercialization: Successful commercialization of
CBR systems is still not common in the medical domain.
This property refers to the status of the medical CBR sys-
tems that are targeted for commercial production.

9) Clinical use: This property differentiates the sys-
tems/projects with respect to their use in clinical envi-
ronments, i.e., whether or not they are used in a clinical/
hospital environment for evaluation and/or routine clinical
use.

10) Reliability: This is an important property of a medical
CBR system, referring to how trustworthy or dependable
a system is. The functionality of a system should be tested
to see if it provides an accurate solution when needed.

The method used in this survey for examining the recent
trends is based on the aforementioned distinctive properties in
system development, so as to differentiate one system from
another. Furthermore, it also takes the application domain or
the context of the system into account, to provide information
on how well CBR is suited for the medical domain. We are
also interested in investigating the different matching techniques
applied in the case retrieval. All this has been done with the aim
of discovering the trends in the development of recent medical
CBR systems as compared to previous years.

III. SURVEY RESULTS: TRENDS IN MEDICAL CBR

The results from the survey are summarized in tables to give a
clear picture of recent trends in the development of medical CBR
systems. Table I presents the different CBR systems with their
application domains/contexts and the purpose-oriented proper-
ties. The systems and their construction-oriented properties are
summarized in Tables II and III.

Fig. 2. Number the systems belonging to each purpose-oriented category.

Fig. 3. Purpose-oriented properties in the different systems studied. X-axis
denotes the system no. s according to Table I.

A. Purpose-Oriented Properties

Fig. 2 illustrates a comparison, on the basis of the purpose-
oriented properties, between the survey performed by Nilsson
and Sollenborn in [38] (i.e., the medical CBR systems reported
or created between 1999 and 2003) and the survey presented in
this paper (i.e., the medical CBR systems reported or created af-
ter 2003). It shows that besides covering a new category, namely,
knowledge acquisition/management, more systems address di-
agnosis and planning in recent years compared to the years
1999–2003. During the past years, the increase in classification
systems has been moderate. Few systems address tutoring, while
many address planning, as shown in Fig. 2. According to our
survey, numerous systems are multipurpose oriented, i.e., per-
form more than one task in the medical domain. As can be seen
from Table I, out of the 34 systems investigated, only 11 serve
a single purpose while the others are multipurpose systems.

Fig. 3 illustrates the recent trend of developing multipurpose
systems in the medical domain. Every purpose is given a color,
though note that the share of each color within a system has
no significance since we do not know the balance among the
different purposes in a system. The first 11 systems in Fig. 3 are
single-purpose systems, and of these seven are diagnosis, one
classification, and three planning systems.
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TABLE I
PROPERTY MATRIX, CBR SYSTEMS AND THEIR APPLICATION DOMAINS

The next 16 systems are two-purpose systems, of which the
first eight all have diagnosis as one of their purposes. Therefore,
in Fig. 3, the systems are displayed according to the number of
their purposes: first, the one-purpose systems, then the two- and
three-purpose systems, etc. Note that the systems are numbered
according to Table I.

B. Construction-Oriented Properties

Table II presents the different matching techniques applied
in the recent CBR systems and demonstrates what other AI

techniques are used along with CBR to complete a sys-
tem. Among those other techniques integrated or combined
with CBR in these systems/projects are rule-based reasoning
(RBR), knowledge management, neural networks, data mining,
etc.

The matching technique or similarity measurement between
cases plays an important role during case retrieval in a CBR
system. Among the matching techniques used in recent medical
CBR systems are nearest neighbor, Euclidian distance, genetic
algorithms, author’s defined similarity algorithm, etc., as sum-
marized in Table II.
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TABLE II
SYSTEMS DEVELOPED WITH CBR AND OTHER TECHNIQUES AND THEIR MATCHING TECHNIQUES

Some of the construction-oriented properties, such as the de-
gree of autonomy, the existence of a prototype, commercial-
ization, reliability, etc., of the systems are not always specified
in the reference papers. Therefore, an e-mail questionnaire was
sent to the corresponding authors of the papers. We got responses
from 24 out of 34 authors. On the basis of the answers to the
questionnaire, we formulated a construction-oriented properties
overview as displayed in Table III. An empty cell in Table III
means that the property in question could not be determined
from the specified reference papers. From Table III, it can be
seen that the number of cases involved in the different sys-
tems/projects varies from 10 to 1 548 122. The case type iden-

tifies whether a system is using real or artificial cases and/or a
combination of the two. The majority of the systems involved
in this survey use real cases while a few systems are based ei-
ther on prototypical cases or a combination of real and artificial
cases. Only some of the systems develop automatic adaptation
strategies whereas the majority of the systems/projects provide
for manual/conventional adaptation. Almost all the systems are
multimodal or hybrid, i.e., combine more than one AI tech-
nique, though a small number still depends on the CBR only. A
large share of the systems addresses user interaction. Until now,
only a few systems have been commercialized. However, many
of the systems are intended for commercial production. Some
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TABLE III
CONSTRUCTION-ORIENTED PROPERTY. SURVEY RESULTS ON CBR SYSTEMS IN THE HEALTH SCIENCES
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of the recent systems also address the standardization of CBR
systems and cases (i.e., formalization, case representation, rea-
soning procedures, etc.) to facilitate exchange or sharing among
the systems, e.g., the Memoire project [7]

IV. OVERALL TRENDS

After comparing the different CBR systems on the basis of the
distinctive system properties described in the earlier sections,
certain significant research trends in the health sciences can be
identified.

Application areas: A wide range of application areas (see
Table I) and a number of successfully implemented systems have
proven that the interest in applying CBR in the health sciences
is increasing. Moreover, the systems in [19], [22], [25], [52],
[62] indicate an increasing use of CBR in the bioinformatics
domain.

Multipurpose systems: An interesting observation concern-
ing the purpose-oriented properties is that the systems devel-
oped today perform multiple tasks in the medical domain. 68%
of the systems in this survey address more than one purpose
(see Fig. 3.). By contrast, until the year 2003 [38], only two
(13%) of the evaluated systems were multipurpose. Nilsson and
Sollenborn [38] investigated 15 CBR systems yet did not explic-
itly mention overlapping with respect to their purpose-oriented
properties. However, the systems today do not only concentrate
on the diagnosis and treatment tasks like the early CBR sys-
tems, but tend to provide multitask facilities. In fact, the recent
CBR systems even tend to support additional complex tasks
in the health science domain, e.g., the standardization of CBR
systems, as defined in [8].

Combination of purposes: In particular, it can be observed
that the CBR systems for knowledge acquisition/management
have attracted increased attention in recent years. Besides, it
is popular to combine classification and knowledge acquisi-
tion/management, as evidenced by seven of the systems in
Table I. At the same time, planning in the medical domain offers
interesting challenges to CBR researchers and is an application
where the CBR methodology may offer valuable progress and
commercial applications (as shown in Table III, many systems
are developed for commercialization).

Data preprocessing: The majority of the health science do-
mains require preprocessing of datasets for feature extraction
or feature mining prior to case representation. Some of the sys-
tems/projects have successfully extracted features from multi-
media data, i.e., time series or images in a separate phase, as
in [6]. Feature mining from multimedia data is a notable trend
in the health science domain. It helps to represent cases with
original implicit and complex format. An example of a system
focusing on feature mining is the dietary counseling system by
Wu et al. [52].

Prototype: One of the identifiable achievements in the medi-
cal CBR systems is that almost all the systems/projects included
in this survey involved their implementation in a form of proto-
type. Only two medical systems, i.e., Perner [44] and Corchado
et al. [17], have undergone successful commercialization. Sev-
eral other projects, which are still in the research phase, aim at

commercialization of their systems in future. Many of the sys-
tems have successfully been evaluated in a clinical environment.
However, day-to-day routine use in a clinical setting is not so
common.

Automatic adaptation: Adaptation is often a challenging issue
in the health sciences and has traditionally been carried out
manually by physicians/experts of the domain. Nevertheless, the
survey shows that a number of recent medical CBR systems [8],
[15], [19], [20], [25] adopt and explore different approaches to
automatic and semiautomatic adaptation strategies.

Hybrid systems: Although a few systems still depend on CBR
only, today almost all the medical CBR systems combine more
than one AI method and technique and, thus, become hybrid
systems. Among these, many systems use a CBR approach in
the top-level construction and some systems apply CBR as a
core technique. Besides the CBR approach, these systems apply
other techniques to accomplish different tasks such as feature
extraction, feature selection, feature weighting, efficient simi-
larity matching, adaptation, case library management, and arti-
ficial case generation in a system. In fact, the multifaceted and
complex nature of the medical domain motivates the design of
such multimodal systems [36], [38]. The integration of CBR
and RBR was already common in the early CBR systems, e.g.,
in CASEY [28], FLORENCE [14]. Recent hybrid CBR systems
also use other techniques or methods such as data mining, fuzzy
logic, statistics, and neural networks to handle the underlying
complexities in the medical domains.

Matching techniques: The use of some kind of distance func-
tion to calculate similarity between a new and an old case is
commonly applied in most systems. The nearest neighbor re-
trieval algorithm is still widely applied in medical CBR systems.
As a result of this survey, we found that several other techniques
have also been employed in some systems, for instance, when
a source (general) case is matched using adaptation knowl-
edge [20]. Some CBR systems integrate other AI techniques
to improve the matching task, e.g., fuzzy similarity matching
in [6].

Reliability: In terms of reliability, most of the systems are
trustworthy or operationally secure at some degree of expert
level, while others are still in earlier stages.

Data types: Most of the systems are using real medical
datasets, as is evident from Table III (column “Case Type”).
Some applications depend on artificial or prototypical datasets.
Several of the systems employ rather generic methods or al-
gorithms, which could be applicable using datasets from other
domains, such as [15], [33]. Developing more general solutions
also advances CBR as a research area.

V. RELATED WORK AND DISCUSSION

Looking at some new systems/projects mainly reported in the
year 2009, for example, [2], [5], [53], [58]–[60], [64], [65], that
there are no dramatic changes with respect to system proper-
ties compared to the preceding years (2004–2008). Most of the
systems are multipurpose. These systems are also reported as
multimodal or hybrid. As in the preceding years, most of the
systems implement feature extraction and case retrieval.
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A previous survey in [11] describes the trend of integrat-
ing CBR with other AI techniques. Here, the function of CBR
is explained in terms of data processing and handling in the
medical CBR systems. The author also illustrates how CBR in
recent systems complements statistical methods, which were
widely used in early medical systems. Another review in [13]
summarizes the research papers and analyzes the trends in the
research presented at the workshops of CBR in the Health Sci-
ences (ICCBR03 and ECCBR04). The trends identified are the
use of CBR in bioinformatics, the standardization of CBR in
biomedicine, and feature and case mining, among others. How-
ever, in our survey, we have considered the CBR conferences
ICCBR/ECCBR 2004–2009 and their adjunct workshops and
some of the references from other journals on CBR in medicine.
Holt et al. [26] mention the application areas of CBR in the medi-
cal domain and address future research trends, e.g., in adaptation
and case mining. The authors also talk about future areas of ap-
plication. Like Holt et al., we have also mentioned application
areas and investigated current trends in automatic adaptation,
prototype building, matching techniques, adaptation, etc. The
outcome of the analysis shows that automatic adaptation is in-
creasing and about half of the systems included in this survey
incorporate adaptation. The survey in [37] explains the impor-
tance of contextual knowledge in the medical CBR systems and
how this knowledge has been included in the case bases of re-
cent systems. The systems referred to there were reported on
in the year 2007 or earlier. The paper in [48] contributes more
to the analysis of the medical CBR systems (until 2000). The
synergy between CBR and other problem-solving methods is
also addressed there. Surveys of the medical CBR systems re-
ported before 2003 were carried out by Griel et al. [24] and
Nilsson and Sollenborn [38]. However, the survey in this pa-
per follows the survey done by Nilsson and Sollenborn in 2003
and analyzes the systems reported between the years 2004 and
2009. Some of the findings or outcomes of the present analy-
sis have already been stated in previous reviews, in particular
with respect to application areas, multimodal or hybrid sys-
tems, and adaptation. Besides, this paper also discusses case
types, the number of cases used in a system, prototype, au-
tonomy commercialization, reliability, and clinical use for the
systems/projects reported on between 2004 and 2009. The new
matching trends are also investigated, which shows that the re-
cent medical CBR systems are not only based on traditional
nearest neighbor algorithm but also utilize other AI methods,
e.g., Kohonen’s self-organizing maps and fuzzy logic. Note
that most of the previous reviews show that automatic adap-
tation is a weak point or a big challenge, especially for the
medical domain. However, the rate of implementing adapta-
tion strategies in recent medical CBR systems has increased.
Most of the emerging systems have planned to implement au-
tomatic adaptation. If we consider the latest publication in [38]
that contains information about system prototypes, then we find
notable achievements in recent systems in that most of them
are built as prototypes. The rate of autonomy is higher com-
pared to previous years. As a consequence, commercialization
is also more common. Although the nature of the medical do-
main is complex, recent CBR systems are trying to cope with

the difficulties and cover a set of essential tasks in medical
applications.

The ongoing research in the field indicates that the application
of CBR in the medical domain is evolving well. In future, CBR
systems might provide more services in the medical field and
will be integrated more into the clinical environment. Another
notable prospect is the development of efficient systems with
generic and automatic case-adaptation strategies. The future
may provide an increased availability of medical CBR systems
in the market instead of them remaining only on the level of
research prototypes.

VI. CONCLUSION

This paper presents a survey of applied research on CBR in
medical domains. A number of the recent medical CBR sys-
tems were reviewed in terms of their functionalities and the
techniques adopted for system construction. In particular, we
outlined a variety of methods and approaches that have been
used for case matching and retrieval, which play a key role in
these medical CBR systems.

It was shown that CBR has been applied in many med-
ical scenarios for various tasks, such as diagnosis, classifi-
cation, tutoring, treatment planning, and knowledge acquisi-
tion/management. The survey also leaves us with the awareness
that hybridization of CBR with other AI techniques, such as
ontology, RBR, data mining, fuzzy logic, neural networks, as
well as probabilistic and statistical computing, creates promis-
ing opportunities to enhance CBR systems by scaling them up
to handle increasingly large, complex, and uncertain data in
clinical environments.

APPENDIX

CBR SYSTEMS IN THE HEALTH SCIENCES

1) CaseBook [33] [Purpose: Diagnosis, Classification] ap-
plies hypothetico-deductive reasoning (HDR) in a conver-
sational CBR system. The HDR can rule out a hypothesis
proposed by a system or user and diminish the number
of tests needed. It, thus, determines the most significant
hypothesis. Though the strategy is exemplified by recom-
mending types of contact lenses in the domain of contact
lens classification, it is applicable to datasets other than
from the medical domain.

2) ExpressionCBR [22] [Purpose: Diagnosis, Classification]
automatically classifies leukemia patients from the exon
array data and helps in the diagnosis of different cancer
types. It uses a data-filtering algorithm to take care of
the dimensionality problem in the datasets. A clustering
algorithm also helps to speed up the classification process
in the system.

3) Fungi-PAD [43], [44] [Purpose: Classification, Knowl-
edge acquisition/management] describes an object-
recognition method to detect biomedical objects (i.e., air-
borne fungal spores) in a digital microscopic image. Due
to large biological variations, it is difficult to general-
ize the appearance of fungal spores into a model. The
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system uses image-processing techniques along with CBR
to determine the identity of an object. In connection with
this, a set of cases explains the appearance of an object.
An object in an image is compared to the original object.
This original object is produced by using a template in
the form of a prototypical case. The prototypical cases are
generated by a semiautomatic process.

4) FrakaS [18] [Purpose: Diagnosis, Knowledge acquisition/
management] is a prototype implemented using CBR in
the domain of oncology. It proposes a conservative adap-
tation strategy for the acquisition of knowledge from ex-
perts. Here, any inconsistency between domain knowledge
and an expert’s knowledge is added as new knowledge and,
consequently, evolves the domain knowledge. The authors
emphasize the importance of proper management of the
domain knowledge to avoid wrong decisions in medical-
decision support systems.

5) GerAmi [17] [Purpose: Planning, Knowledge acquisition/
management] is an intelligent system that aims to support
healthcare facilities for the elderly, Alzheimer’s patients,
and people with other disabilities. This system mainly
functions as a multiagent system. The CBR system pro-
vides case-based planning mechanisms to optimize work
schedules and present up-to-date patient information. A
prototypical system has been implemented at a care facil-
ity for Alzheimer’s patients in geriatric residences.

6) geneCBR [19], [25] [Purpose: Diagnosis, Classification]
focuses on the classification of cancer based on the gene
expression profile of the microarray data. Several AI tech-
niques are combined to optimize the classification accu-
racy. The system also aims to keep the original set of fea-
tures as small as possible. Here, each of the cases contains
22 283 features. The cases are represented using fuzzy
sets. Fuzzy-prototype-based retrieval is applied in the case
retrieval phase. The patients are also clustered into groups
of genetically similar patients using neural networks. An
explanation of the solution is provided using a set of rules.

7) HEp2-PAD [41], [44], [45] [Purpose: Classification,
Knowledge acquisition/management] addresses a novel
case-based method for image segmentation in medical-
image diagnosis. The system combines CBR, image pro-
cessing, feature extraction, and data mining techniques
to optimize image segmentation at the low-level unit.
The CBR performs the segmentation-parameter-selection
mechanism based on the current image characteristics.
The cases are represented with the image and nonimage
information. The similarity value is also calculated using
both the image and nonimage information.

8) ISOR [50] [Purpose: Diagnosis, Planning] identifies the
causes of ineffective therapies and gives recommendations
to avoid therapy inefficacy in long-term therapies. The
system is exemplified with the diagnosis and therapy rec-
ommendations for hypothyroidism patients treated with
hormonal therapy. Along with a case base, it uses three
other knowledge components, namely, a knowledge base,
prototypes (i.e., generalized cases), and medical patient
histories. The knowledge base represents domain theory

in a tree structure. The information of these components
works in a form of dialogue, and key words are used in
the retrieval of a similar case.

9) IPOS [6] [Purpose: Diagnosis] is a case-based decision-
support system to assist clinicians in the diagnosis of in-
dividual stress based on the finger temperature sensor sig-
nal [58]. The system uses a calibration phase to generate
an individual stress profile. The CBR is applied as a key
methodology to facilitate experience reuse and decision
explanation by retrieving previous similar temperature
profiles. Further, the fuzzy techniques are incorporated
into the CBR system to handle vagueness, uncertainty in-
herent in clinicians’ reasoning, as well as imprecision of
feature values. The textual data in such a system capture
the different yet complementary aspects of a subject with a
desire to tackle more comprehensive situation awareness.
It also [4] handles the unstructured textual information and
the time-series data and, thereby, provides more reliable
diagnosis and decisions.

10) The KASIMIR project [20] [Purpose: Diagnosis, Classi-
fication, Knowledge acquisition/management] is an effort
to provide decision support for breast-cancer treatment
based on a protocol in oncology. It focuses on the adap-
tation of the protocol to provide therapeutic decisions for
the cases outside the protocol. The adaptation protocol
depends on a revision operator. It offers consistency be-
tween the domain knowledge and the target case. The
system [18] particularly stresses the importance of proper
management of the domain knowledge to avoid wrong de-
cisions. The analysis of a failure is added as a new dimen-
sion of knowledge into the domain knowledge, providing
automatic evolution of knowledge in the system.

11) The Mémoire project [8] [Purpose: Diagnosis, Planning,
Knowledge acquisition/management, Tutoring] offers a
framework to exchange case bases and CBR systems in
biology and medicine. It is an effort to apply a semantic
web approach in the biomedical domain. It uses the OWL
representation language to make the case bases interoper-
able. A number of studies have been carried out [9], [12]
in the Mémoire project to validate different roles of pro-
totypical cases. In [10], the author argues that the “main-
tenance prototypical cases” can be generated by mining
from the medical literature, which, as a result, could build
and maintain case bases in an autonomous way in the med-
ical domain. The project explores prototypical cases and
how they can serve in various ways [9], [12], e.g., main-
tenance of memory, maintenance of knowledge, manage-
ment of reasoning, and bootstrapping a case base in a CBR
system.

12) RHENE [34], [35] [Purpose: Classification, Planning,
Knowledge acquisition/management] is a case-based sys-
tem in the domain of nephrology for the management of
end-stage renal disease patients treated with hemodialy-
sis. It retrieves patterns of failure over time and allows the
clinician to analyze a solution within and/between the pa-
tients. The system assists in the search of consistency of a
prescribed therapy plan to a proposed dialysis session and
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provides an assessment of treatment efficacy. Each dialysis
session is represented as a case in which the static features
characterize a patient. The dynamic features are collected
from the time series measurement. Further, a case-based
architecture [31] is used in the RHENE system for the
parameter configuration of the temporal abstractions on
time-series data and, thereby, reduces the dimensionality
of the features.

13) Somnus [29] [Purpose: Diagnosis, Planning, Tutoring]
is a prototype implemented in the domain of obstructive
sleep apnea (OSA). The OSA is a respiratory disorder that
causes sleeping problems in patients. The intention is to
assist the respiratory therapy students in the sleep disor-
ders clinic at the University College of the Cariboo. The
students can analyze the diagnosis and treatment process
of a case by retrieving cases similar to the current case.
The case base consists of three types of cases: individual
cases (extracted from 37 OSA patients), prototypical, and
exceptional cases (collected manually with the help of a
sleep specialist). Somnus is constructed as a combined
framework in which fuzzy logic is applied for the model-
ing of the case features and a semiotic approach is used
for the modeling of their measurements.

14) Hospital Admission Authorization System (SISAIH) [30]
[Purpose: Diagnosis] is a decision-support tool that assists
in the decision-making process by the hospital admission
authorities in the Brazilian public health system.It helps
to manage the admission of a patient in a hospital and
handles the billing errors and medical procedures, i.e.,
it performs a managerial job. Each case contains expert
knowledge to solve a problem. Therefore, in fact, it helps
in the evaluation of the hospital admission authorization
(HAA) that decides whether to accept or reject a current
HAA. SISAIH simplifies the problematic manual knowl-
edge acquisition process and utilizes the resources in a
cost-effective way, which, in turn, speeds up the process
and makes it more accurate.

15) SIDSTOU [39] [Purpose: Diagnosis, Planning, Tutoring]
is an intelligent tutoring CBR system for providing medi-
cal education on Tourette syndrome. It works as a tool for
diagnosing Tourette syndrome and could help to minimize
the need of a psychiatrist or neurologist at the initial stage.
The system can learn automatically based on a number of
defined predicting characteristics. An evaluation of the
system compared to an expert of the domain demonstrates
the reliability of the system.

16) Ahmed et al. [3] [Purpose: Planning] propose a three-
phase sensor-based biofeedback decision support sys-
tem to provide treatment for stress-related disorders. The
biofeedback training is, most of time, guided by an expe-
rienced clinician and the results rely largely on the clini-
cian’s competence. The intention of the system is to enable
a patient to train himself/herself without any particular
supervision. A CBR framework is deployed to classify a
patient, estimate the initial parameters, and to make rec-
ommendations for the biofeedback training. Fuzzy tech-

niques are applied to better accommodate the uncertainty
in clinicians’ reasoning as well as in decision analysis.

17) Brien et al. [15] [Purpose: Classification, Knowledge
acquisition/management] attempt to classify attention-
deficit hyperactivity disorder (ADHD) patients in the neu-
ropsychiatric domain. The system could function as a
second option for clinicians who are currently using a
multisource system to diagnose ADHD. It classifies a pa-
tient based on the hypothesis that the eye movement of
a person, i.e., altered control of saccadic eye movements,
contains significant information to diagnose ADHD. The
paper exploits an iterative refinement strategy during the
knowledge acquisition step to achieve a satisfactory per-
formance in terms of case description and similarity
assessment, which can also be applicable across other
domains.

18) Doyle et al. [21] [Purpose: Classification, Tutoring]
present a decision-support system for bronchiolitis treat-
ment. It focuses on explanation in decision-making tasks.
The system provides recommendations based on preced-
ing cases. Besides this, explanatory text imparts the sup-
porting and nonsupporting aspects of a selected case as
well as indicates the level of confidence in the prediction.
The system has been evaluated at the Kern Medical Cen-
ter and the result shows that the recommendations with
explanation are rather useful for medical professionals in
their decision-making tasks.

19) O’Sullivan et al. [40] [Purpose: Diagnosis] develop a
case-based decision-support system by exploiting pa-
tients’ electronic health records delivered through wireless
networks. It allows a user to electronically input and com-
pare the patient’s records. The system facilitates knowl-
edge sharing in the domain and allows “remote-access
health-care.” The cases are represented in a multimedia
data format, which contains a patient’s information, i.e.,
medical image, annotations, endoscopies, and physician’s
dictations. The contextual expert knowledge for the rele-
vant cases is also stored in the case base of the encapsulated
patient cases. The textual indices generated from each of
the constituent features assist in the matching process. The
system is evaluated using a dataset from 100 encapsulated
patient profiles in the dermatology domain.

20) Marling et al. [Purpose: Planning] describe a case-based
decision-support system to assist in the daily management
of patients with Type 1 diabetes on insulin pump ther-
apy [32]. In adjusting patient-specific insulin dosage, the
system considers real-time monitor of the patients’ blood
glucose levels and their lifestyle factors. It reduces the
cumbersome manual review process for a physician by
providing individual therapeutic recommendations. The
best matching case is retrieved in two steps. First, a subset
with potential relevant cases is retrieved and then, from
this subset, the most useful similar cases are retrieved
by using a standard nearest neighbor metric. An evalua-
tion of the prototypical decision support system with 50
cases from 20 patients articulates the potential applicabil-
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ity of CBR in managing diabetes for insulin pump therapy
patients.

21) Song et al. [Purpose: Planning] propose a system in ra-
diotherapy for dose planning in connection with prostate
cancer [47]. The system is capable of adjusting the ap-
propriate radiotherapy doses for an individual while, at
the same time, reducing the risks of possible side effects
of the treatment. The fuzzy-similarity measurement is ap-
plied in matching between cases to incorporate experts’
knowledge in retrieving past similar experiences. When
several retrieved similar cases provide different treatment
solutions, the Dempster–Shafer theory helps to fuse mul-
tiple cases and recommend a particular dose plan for a
case.

22) Wu et al. [52] [Purpose: Knowledge acquisition/
management, Planning] present a CBR framework based
on NutriGenomics knowledge by considering a person’s
genetic variation, i.e., individual gene expression, to pro-
vide personalized dietary counseling. Genetic variations
in a person have an impact on the person’s response to diet.
The system proposes a dietary strategy that influences the
individual gene expression and, as a consequence, helps
to maintain health and prevent diseases. The NutriGe-
nomics knowledge is collected through data mining and
represented in a form of ontology. A distributed case base
allows the system to save this knowledge and, if necessary,
to generate new cases automatically using a case builder
based on this stored knowledge.

23) Zhuang et al. [53] [Purpose: Classification, Knowledge
acquisition/management] describe an intelligent decision-
support system for pathology ordering by general practi-
tioners. The authors integrate the data mining and CBR
approaches to get an effective decision support that fa-
cilitates more informed evidential decision making in the
area of pathology ordering. The system is working on 1.5
million pathology records.

24) Ahn and Kim in [5] [Purpose: Diagnosis] propose a
computer-aided system to diagnose breast cancer using
digital images. The CBR system uses genetic algorithms
to improve the system’s performance. It applies genetic al-
gorithms to optimize feature weighting, instance selection,
and the number of neighbors that combine simultaneously.

25) Huang et al. [27] [Purpose: Diagnosis, Knowledge ac-
quisition/management] implement a system for chronic
disease diagnosis and prognosis. Here, data on four
chronic diseases—stroke, cardiopathy, hypertension, and
diabetes mellitus—are investigated by the authors. In the
knowledge-creation phase, data mining and decision tree
induction algorithms are applied to mine out a set of rules
for chronic disease prognosis.

26) Chang [16] [Purpose: Diagnosis] uses CBR to create a
screening system for developmentally delayed children.
The purpose of the screening is to determine symptoms,
which show delays in the developmental status of chil-
dren. Here, the CBR helps to enhance the efficiency of
this screening system. It considers the language and com-
munication, the motor skills, as well as the sensory and

cognitive development of a child to diagnose developmen-
tal delay.

27) Houeland et al. [59] [Purpose: Diagnosis, Planning] de-
scribe a decision-support system in the domain of pallia-
tive care for long-term cancer patients. The authors pro-
pose a meta-level reasoning architecture, which effectively
combines different reasoning processes. Here, the CBR
is applied as a core component. RBR and probabilistic
model-based reasoning are also integrated into the rea-
soning architecture. A meta-level control agent evaluates
the solution of a current problem using the CBR method.
The agent could suggest applying the current solution or
using an alternative reasoning method, depending on the
strengths and weaknesses of the solution. This provides
an automatic improvement of the reasoning process for a
specific problem at hand.

28) Nicolas et al. [60] [Purpose: Diagnosis, Classification]
address a diagnostic system to assist experts in diagnosing
melanoma. The system applies CBR to facilitate experi-
ence reuse in the domain. It uses two melanoma-diagnosis
techniques based on images in the domain. The prepro-
cessed rules are applied on the combined results of the
images to further improve the classification performance.
Two independent CBR classifiers, which follow the medi-
cal protocol are used to provide reliable diagnosis results.
The preprocessing algorithm generates a set of character-
istics from the melanoma dataset. The results from the
two individual CBR modules are then combined using the
rules.

29) Töpel et al. [61] [Purpose: Diagnosis, Planning] apply
CBR in the diagnosis and therapy planning for inborn
metabolic diseases. In the problem part, each case contains
symptoms, lab findings, development, molecular test re-
sults, etc., and the solution part comprises diagnosis, ther-
apy, diet, and drugs. The case library consists of 750 cases.
A preselection of the cases is performed to reduce the ex-
pected computational time in the CBR retrieval phase.

30) MOE4CBR [62] [Purpose: Classification] is an applica-
tion of the CBR method in the biological domain. It uses
ovarian mass spectrometry datasets, as well as leukemia
and lung microarray datasets. The author argues that the
CBR is a suitable method for the application as it can func-
tion well when the domain theory is not clear enough, such
as in high-dimensional biomedical domains. The system
uses data mining and a logistic regression approach along
with CBR to improve the classification performance. The
logistic regression helps to filter out the important features
to define a case. Similar cases are also clustered in a group
using the data-mining technique. Thus, the system handles
the “dimensionality” problem in the biomedical domain.

31) Kurbalija [63] [Purpose: Diagnosis] presents a diagnosis
system in the domain of multiple sclerosis disease using
CBR. The CaBaGe (Case Base Generator), a case-based
decision-support system, is used to treat the input data
source for a new problem case. The cases are created
using a case retrieval net and the weights are automatically
assigned for each feature in a case. Each case consists of
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72 features. The implemented system could be valuable
for new physicians and could also be used as a second
opinion for experts.

32) Obot et al. [64] [Purpose: Diagnosis] describe a system
for the diagnosis of hepatitis combining CBR, RBR, and
neural networks. The proposed system handles the objec-
tive knowledge in the domain in the form of some rules and
the subjective knowledge is represented using the cases.
An expert in the domain determines the weights of the
feature values of a case within the range of 1–5. A binary
search algorithm is applied for the retrieval of similar
cases. The adaptation is performed using a mapping func-
tion. If the difference between a current case and a similar
case is not so important, it applies the mapping func-
tion; otherwise neural networks are used to form a set of
rules.

33) CBSMS [55], [65] [Purpose: Diagnosis, Classification,
Planning] represents a multimodal and multipurpose-
oriented clinical decision-support system for stress man-
agement. It uses several AI techniques to support diag-
nosis and biofeedback treatment of stress. The system is
based on finger temperature sensor data and also considers
contextual information, i.e., human perception and feel-
ings, in a textual format. The reliability of the diagnosis
and decision-making tasks in the CBR system is enhanced
through textual information retrieval with ontology. When
there are limited numbers of initial cases in the case library,
a fuzzy rule-based classification scheme helps to cope with
the problem by generating artificial cases. Another impor-
tant goal is to assist a clinician in the treatment proce-
dure. Therefore, a three-phase computer-assisted biofeed-
back system is proposed, which works in a cyclic pro-
cedure and supports the biofeedback training in stress
management.

34) HDCU [66] [Purpose: Classification, Knowledge acqui-
sition/management] is a hybrid system that combines data
mining, user modeling, and CBR in order to achieve a fast,
dynamic, reliable, personalized blood glucose level pre-
diction for diabetic patients. The support vector machine
(SVM) is also introduced in this system to analyze the
patient data, which is for finding patterns and regularities
in the datasets.
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