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AAbbssttrraacctt  
 
 
 
 
 
Object oriented analysis and design has now become a major approach in the design of 
software systems. The state of object-oriented analysis and design is evolving rapidly. 
There are numerous object-oriented analysis and design methods being advocated at the 
present time. The first object-oriented analysis and design methods appeared in the late 
of 1980’s and early 1990’s. Similar to the growth of structured methods we saw a 
number of methods appear, all fairly similar but with significant differences in approach 
and notation. Each method had a camp of supporters, who usually made a living from 
training and consulting based on their approach. In the 1996’s, two of the major 
methods gurus, Ivar Jacobson and James Rumbaugh, joined a third, Grady Booch at 
Rational and defined a common Unified Modeling Language (UML). In addition the 
Object Management Group (OMG) had begun a process to come up with a standard 
meta-model and notation for analysis and design. 
 
The challenges of object-oriented analysis and design are, to identify the objects and 
their attributes needed to implement the software, describe the associations between the 
identified objects, define the behavior of the objects by describing the function 
implementations of each object, and refine objects and organize classes by using 
inheritance to share common structure. The object identification and refinement process 
are very important process in object-oriented analysis and design, and we called this 
process by object model creation process. Researchers and software designers come to a 
conclusion that object model creation process is an ill-defined task, regarding of the 
difficulties of heuristic and there is no unified methodology for object-oriented software 
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analysis and design. This is mainly due to lack of formalism for object-oriented 
software analysis and design. 
 
In our project, we are developing an intelligent agents system that aims to help 
designers while designing object-oriented software by automating the difficulties and 
ill-defined tasks in the object model creation process, including identification of objects, 
associations, attributes, behaviors, and organization of objects with inheritance. First of 
all, we propose formal models of the object model creation process. And then we 
formulate design patterns and rules for solving above problems, and store them in the 
agent’s knowledge bases. This system was named OOExpert. 
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IInnttrroodduuccttiioonn  
 
 
 
 
 
In this chapter, we give a brief introduction and overview to the two major topics 
covered in this thesis: object-oriented analysis and design, and intelligent agents. It 
starts with a short introduction of the object-oriented paradigm, as frameworks rely 
heavily on its mechanisms such as object, class, inheritance, polymorphism and so on. 
And then, we will take a look at object-oriented analysis and design, and its problem 
that motivate us to do research on this topic. We present the key attributes of intelligent 
agents such as autonomy, mobility, and intelligence, and also provide the benefits and 
taxonomy of various intelligent agents technology. The research motivations and 
objectives are also presented at the end of this chapter. 
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1.1 Overview Of Object-Oriented Analysis And 

Design 

Object oriented analysis and design has now become a major approach in the design of 
software systems. The state of object-oriented analysis and design is evolving rapidly. 
There are numerous object-oriented analysis and design methods being advocated at the 
present time. As Rentsch [Rentsch, 1982] predicted in 1982, “My guess is that 
object-oriented programming will be in the 1980s what structured programming was in 
the 1970s. Everyone will be in favor of it. Every manufacturer will promote his 
products as supporting it. Every manager will pay lip service to it. Every programmer 
will practice it (differently). And no one will know just what it is”. Booch [Booch, 
1991] feels that: “Because object-oriented analysis and design is a relatively young 
practice, a discipline for effectively applying the elements of the object model has not 
yet emerged”. 
 
The first object-oriented analysis and design methods appeared in the late of 1980’s and 
early 1990’s. Similar to the growth of structured methods we saw a number of methods 
appear, all fairly similar but with significant differences in approach and notation. Each 
method had a camp of supporters, who usually made a living from training and 
consulting based on their approach. In the 1996’s, two of the major methods gurus, Ivar 
Jacobson and James Rumbaugh, joined a third, Grady Booch at Rational and defined a 
common Unified Modeling Language (UML). In addition the Object Management 
Group (OMG) had begun a process to come up with a standard meta-model and 
notation for analysis and design. 
 

Definition 1.1 (Object-Oriented Analysis and Design): Object-oriented 
analysis and design is a way of thinking about problems using models 
organized around real-world concepts. 

 

1.1.1 Object-Orientation Concepts 

Object 
As the name object-oriented implies, objects are key to understanding object-oriented 
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technology. We can look around we know and see many examples of real-world objects: 
our dog, our desk, our television set, our bicycle. These real-world objects share two 
characteristics: they all have attribute and they all have behavior. For example, dogs 
have attribute (name, color, breed, hungry) and dogs have behavior (barking, fetching, 
and slobbering on our newly cleaned slacks). Bicycles have attribute (current gear, 
current pedal cadence, two wheels, number of gears) and behavior (braking, 
accelerating, slowing down, changing gears).  
 
Software objects are modeled after real-world objects in that they, too, have attribute 
and behavior. A software object maintains its attribute in variables and implements its 
behavior with methods. So we can define, an object is a software bundle of variables 
and related methods. We can represent real-world objects using software objects. We 
might want to represent real-world dogs as software objects in an animation program or 
a real-world bicycle as a software object in the program that controls an electronic 
exercise bike. However, we can also use software objects to model abstract concepts. 
For example, an event is a common object used in GUI window systems to represent the 
action of a user pressing a mouse button or a key on the keyboard.  
 
Everything that the software object knows (attribute) and can do (behavior) is expressed 
by the variables and methods within that object. A software object that modeled our 
real-world bicycle would have variables that indicated the bicycle's current attribute: its 
speed is 10 mph, its pedal cadence is 90 rpm, and its current gear is the 5th gear. These 
variables and methods are formally known as instance variables and instance methods 
to distinguish them from class variables and class methods. 
 
In many programming languages, an object can choose to expose its variables to other 
objects allowing those other objects to inspect and even modify the variables. Also, an 
object can choose to hide methods from other objects forbidding those objects from 
invoking the methods. An object has complete control over whether other objects can 
access its variables and methods and in fact, can specify which other objects have 
access.  
 

Definition 1.2 (Object): Object is the principal building blocks of 
object-oriented programs. Each object is a programming unit consisting of 
attribute (instance variables) and behavior (instance methods). An object is a 
software bundle of variables and related methods. 
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Class 
In the real world, we often have many objects of the same kind. For example, our 
bicycle is just one of many bicycles in the world. Using object-oriented terminology, we 
say that our bicycle object is an instance of the class of objects known as bicycles. 
Bicycles have some attribute (current gear, current cadence, two wheels) and behavior 
(change gears, brake) in common. However, each bicycle's attribute is independent of 
and can be different from other bicycles. When building bicycles, manufacturers take 
advantage of the fact that bicycles share characteristics by building many bicycles from 
the same blueprint. It would be very inefficient to produce a new blueprint for every 
individual bicycle they manufactured.  
 
In object-oriented software, it's also possible to have many objects of the same kind that 
share characteristics: rectangles, employee records, video clips and so on. Like the 
bicycle manufacturers, we can take advantage of the fact that objects of the same kind 
are similar and we can create a blueprint for those objects. Software "blueprints" for 
objects are called classes. So, we can define a class is a blueprint or prototype that 
defines the variables and methods common to all objects of a certain kind. For example, 
we could create a bicycle class that declares several instance variables to contain the 
current gear, the current cadence, and so on, for each bicycle object. The class would 
also declare and provide implementations for the instance methods that allow the rider 
to change gears, brake, and change the pedaling cadence.  
 
The values for instance variables are provided by each instance of the class. So, after 
we've created the bicycle class, we must instantiate it (create an instance of it) before we 
can use it. When we create an instance of a class, we create an object of that type and 
the system allocates memory for the instance variables declared by the class. Then we 
can invoke the object's instance methods to make it do something. Instances of the same 
class share the same instance method implementations (method implementations are not 
duplicated on a per object basis), which reside in the class itself.  
 
In addition to instance variables and methods, classes can also define class variables and 
class methods. We can access class variables and methods from an instance of the class 
or directly from a class. We don't have to instantiate a class to use its class variables and 
methods. Class methods can only operate on class variable, and they do not have access 
to instance variables or instance methods.  
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The system creates a single copy of all class variables for a class the first time it 
encounters the class in a program. All instances of that class share its class variables. 
For example, suppose that all bicycles had the same number of gears. In this case 
defining an instance variable for number of gears is inefficient. Each instance would 
have its own copy of the variable, but the value would be the same for every instance. In 
situations such as this, we could define a class variable that contains the number of 
gears. All instances share this variable. If one object changes the variable, it changes for 
all other objects of that type.  
 
We probably noticed that the illustrations of objects and classes look very similar to one 
another. And indeed, the difference between classes and objects is often the source of 
some confusion. In the real world it's obvious that classes are not themselves the objects 
that they describe, a blueprint of a bicycle is not a bicycle. However, it's a little more 
difficult to differentiate classes and objects in software. This is partially because 
software objects are merely electronic models of real-world objects or abstract concepts 
in the first place. But it's also because many people use the term "object" inconsistently 
and use it to refer to both classes and instances.  
 
Objects provide the benefit of modularity and information hiding. Classes provide the 
benefit of reusability. Bicycle manufacturers reuse the same blueprint over and over 
again to build lots of bicycles. Software programmers use the same class, and thus the 
same code, over and over again to create many objects. 
 

Definition 1.3 (Class): A class is a blueprint or prototype that defines the 
variables and methods common to all objects of a certain kind. 

 
Inheritance 
Each subclass inherits attribute from the superclass. Mountain bikes, racing bikes, and 
tandems share some attributes: cadence, speed, and the like. Also, each subclass inherits 
methods from the superclass. Mountain bikes, racing bikes, and tandems share some 
behaviors: braking and changing pedaling speed, for example.  
 
However, subclasses are not limited to the attribute and behaviors provided to them by 
their superclass. What would be the point in that? Subclasses can add variables and 
methods to the ones they inherit from the superclass. Tandem bicycles have two seats 
and two sets of handle bars; some mountain bikes have an extra set of gears with a 
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lower gear ratio. Subclasses can also override inherited methods and provide specialized 
implementations for those methods. For example, if we had a mountain bike with an 
extra set of gears, we would override the "change gears" method so that the rider could 
actually use those new gears.  
 
We are not limited to just one layer of inheritance. The inheritance tree, or class 
hierarchy, can be as deep as needed. Methods and variables are inherited down through 
the levels. In general, the further down in the hierarchy a class appears, the more 
specialized its behavior. Subclasses provide specialized behaviors from the basis of 
common elements provided by the superclass. Through the use of inheritance, 
programmers can reuse the code in the superclass many times. Programmers can 
implement superclasses called abstract classes that define "generic" behaviors. The 
abstract superclass defines and may partially implement the behavior but much of the 
class is undefined and unimplemented. Other programmers fill in the details with 
specialized subclasses. 
 

Definition 1.4 (Inheritance): Inheritance is a mechanism for sharing 
attributes and behaviors among classes based on a hierarchical relationship. 

 
Encapsulation 
Encapsulation is the mechanism by which related data and procedures are bound 
together within an object. In effect, an object is software capsule that functions as a 
black box, responding to messages from other objects and dispatching messages of its 
own in ways that do not reveal its internal structure. In this way, encapsulation supports 
and extends the proven principle of information hiding. Information hiding is valuable 
because it prevents local changes from having global impact. In the case of objects, it 
allows the implementations of individual objects to be altered without affecting the way 
these objects communicate through messages.  
 
Ideally, an object should not only encapsulate data and methods, it should also hide the 
very distinction between the two. This allows developers to change implementations 
from data to methods or vice versa, without affecting the way of object interacts with 
other objects. In practice, this is achieved by declaring all variables to be private, or 
hidden from view outside of the object. When another object needs to see or change the 
value of a variable, it does so by way of an access method. In most object languages, 
methods as well as data may be declared to be private. This allows the internal 
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operations of an object to be hidden from view. A well-designed object exposes the 
smallest feasible portion of its methods as public to make them available to messages 
from other objects. This approach offers the greatest flexibility in terms of future 
changes to the object. 
 

Definition 1.5 (Encapsulation): Encapsulation is the concept of the 
localization of knowledge within a module. Because objects encapsulate 
data and implementation, the user of an object can view the object as a black 
box that provides services. Instance variables and methods can be added, 
deleted, or changed, but as long as the services provided by the object 
remain the same, code that uses the object can continue to use it without 
being rewritten. 

 
Polymorphism 
The fact that different objects can respond to the same message in different ways is 
known as polymorphism. The power of polymorphism is that it greatly simplifies the 
logic of programs. A requestor no longer has to use nested IF statements or complex 
CASE statements to call the appropriate procedure. Instead, the proper procedure is 
automatically invoked by sending the request to a particular object. Polymorphism is 
often portrayed as advanced concept in object technology, but it is really a highly 
intuitive mechanism. More often than not, it is the technical staff steeped in the tradition 
of unique functions that have difficulty with the concept. Non-programmers grasp it 
quite readily because it reflects the natural form of human communication. 
 

Definition 1.6 (Polymorphism): Polymorphism means that the same 
behavior may behave differently on different classes. 

1.1.2 Object-Oriented Analysis and Design and Its 
Problems 

[Booch, 1991] offers precise definitions of object-oriented analysis and design: 
Object-oriented analysis (OOA) is a method of analysis that examines requirements 
from the perspective of the classes and objects found in the vocabulary of the problem 
domain. 
Object-oriented design (OOD) is a method of design encompassing the process of 
object-oriented decomposition and a notation for depicting logical and physical as well 
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as static and dynamic models of the systems under design. 
 
OOA involves problem definition and design focuses on solution specification. OOD 
transforms the problem representation into a solution representation. Figure 1.1 depicts 
the relationship between OOA and OOD. The problem and solution domain 
representations are different and smaller than real-world problem. And the solution 
domain includes everything in the problem domain, plus any additional constructs 
required by the solution. However, it is difficult to determine where OOA ends and 
OOD begins, because of the blundered distinction between analysis and design in the 
object paradigm.  
 

Real World Problem

Solution Domain
Representation

Problem Domain
Representation

Object-Oriented
Analysis

Object-Oriented
Design

 

Figure 1.1: The Relationship Between Object-Oriented Analysis and Design 

OOA is concerned with devising a precise, concise, understandable, ad correct model of 
real-world. Before building anything complex, such as a house, a computer program, or 
hardware-software system., the builder must understand the requirements and the 
real-world environment in which will exit. The purpose of OOA is to model the 
real-world system so that it can be understood. To do this, we must examine 
requirements, analyze their implications, and restate them rigorously. We must abstract 
important real-world features first and defer small details until later. The successful 
analysis model states what must be done, without restricting how it is done, and avoids 
implementation decisions. The result of analysis should understand the problem as a 
preparation for OOD. 
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As shown in Figure 1.2, OOAD begins with a problem statement (requirement) 
generated by users and possibly customer. The requirement may be incomplete of 
informal, and identification processes make it more precise and exposes ambiguities and 
inconsistencies. The requirement should not be taken as immutable but should serve as a 
basis for refining the real requirements. Next, the real-world system described by the 
requirement must be understood and identified, and its essential features abstracted into 
a model. Identifying objects, attributes, associations and behaviors of the object is the 
important step in constructing an object model. And the next step is to organize classes 
by using inheritance to share common structure. Inheritance can be added in two 
directions [Rumbaugh et al., 1991]: by generalizing common aspects of existing 
classes into a superclass (bottom up or generalization) or by refining existing classes 
into specialized subclasses (top down or specialization). The object identification and 
refinement process are called object model creation process. The last OOAD step is to 
implement class model using a programming language. 
 
Researchers and software designers come to a conclusion that object model creation 
process, including object identification and refinement is an ill-defined task, regarding 
of the difficulties of heuristic [Holland et al., 1996] [Kato, 1998] and there is no 
unified methodology for object-oriented software analysis and design. This is mainly 
due to lack of formalism for object-oriented software analysis and design. So, we can 
make conclusion that the challenges of object-oriented analysis and design are, to 
identify the objects and their attributes needed to implement the software, describe the 
relationships between the identified objects, define the behavior of the objects by 
describing the function implementations of each object, and refine objects and organize 
classes by using inheritance to share common structure [Beringer, 1997] [Booch, 1991] 
[Holland et al., 1996] [Liang et al., 1998]. This thesis is concerning work for solving 
the problems on object model creation process. 
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Users

Customer
Requirements

Identifiyng
Objects,

Attributes,
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Object Model

Domain knowledge
Real-world experience

User interviews

Generate
Requests

Refining with
inheritance

Class Model

Domain knowledge
Real-world experience

User interviews

Implementation

Object Model
Creation Process

 

Figure 1.2: Overview of Object-Oriented Analysis and Design Process 

 

1.2 Overview Of Intelligent Agent 

1.2.1 Agent Concepts 

An agent is a physical or virtual entity, which runs approximately as follows: [Ferber, 
1999] 
z Which is capable of acting in an environment, 
z Which can communicate directly with other agents, 
z Which is driven by a set of tendencies, 
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z Which possesses resources of its own, 
z Which is capable of perceiving its environment, 
z Which has only a partial representation of this environment, 
z Which possesses skills and can offer services, 
z Which may be able to reproduce itself, 
z Whose behavior tends towards satisfying its objectives, taking account of the 

resources and skills available to it and depending on its perception, and the 
communications it receives.  

 
A physical entity is something that acts in the real world; a robot, an aircraft or a car, are 
examples of physical entities. A software component and a computing module, on the 
other hand, are virtual entities, since they have no physical existence. Agents are 
capable of acting, and not just of reasoning, as in the classic AI systems. The concept of 
action, which is fundamental for multi-agent systems, is based on the fact that agents 
carry out actions, which are going to modify the agents’ environment, and thus their 
future decision-making. They can also communicate with one another, and this is in fact 
one of the main ways in which agents interact. They are acting within an environment. 
 
Agents are endowed with autonomy. This means that they are not directed by 
commands coming from a user or another agent, but by a set of tendencies, which can 
take the form of individual goals to be achieved or satisfaction or survival functions 
which the agent attempt to optimize. It could thus be said that motor of an agent is itself. 
It is the agent that is active. It can accede to or reject request coming from other agents. 
Autonomy is not simply behavioral, it also relates to resources. In order to act, the agent 
needs a certain number of resources: power, a CPU, a quantity of memory, access to 
certain sources of information and so on. The agent is at once partially dependent on its 
environment for the provision of resources, and independent of its environment to he 
extend that is capable of managing those resources. 
 
Agents have only a partial representation of their environment, that is, they have no 
overall perception of what is happening. And this is actually also the case in any 
large-scale human endeavor in which nobody knows all the details of the project, each 
specialist having only a partial view corresponding to his or her area of competence. 
 
The agent is thus a kind of organism, whose behavior, which can be summarized as 
communicating, acting, and perhaps reproducing, is aimed at satisfying its needs and 
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attaining its objectives, on the basis of all the other elements (perceptions, 
representations, actions, communications and resources) which are available to it. 
 

 Agents also must have intelligence. Intelligence is the degree of reasoning and learned 
behavior: the agent's ability to accept the user's statement of goals and carry out the task 
delegated to it. At a minimum, there can be some statement of preferences, perhaps in 
the form of rules, with an inference engine or some other reasoning mechanism to act on 
these preferences. Higher levels of intelligence include a user model or some other form 
of understanding and reasoning about what a user wants done, and planning the means 
to achieve this goal. Further out on the intelligence scale are systems that learn and 
adapt to their environment, both in terms of the user's objectives, and in terms of the 
resources available to the agent. Such a system might, like a human assistant, discover 
new relationships, connections, or concepts independently from the human user, and 
exploit these in anticipating and satisfying user needs. 
 

1.2.2 Multi-Agent System Concepts 

Figure 1.3 gives an illustration of the concept of a multi-agent system (MAS). The 
concept of multi-agent systems can be defined as applied system that comprising the 
following elements: [Ferber, 1999] 
z An environment (E), that is, a space, which generally has a volume. 
z A set of objects (O). These objects are situated; that is to say, it is possible at a 

given moment to associate any object with a position in E. These object are 
passive, that is, they can be perceived, created, destroyed and modified by the 
agents. 

z An assembly of agents (A), which are specific objects (A ⊆ O), representing the 
active entities of the system. 

z An assembly of relations (R), which link objects and thus agents to each other. 
z An assembly of operations (Op), making it possible for the agents of A to 

perceive, produce, consume, transform and manipulate objects form O. 
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Figure 1.3: An Agent Interacting With Its Environment And The Other Agents 

 
A special case exists for systems in which A = O and E is equal to the empty assembly. 
In this case, the relations (R) define a network; each agent is directly linked to an 
assembly of other agents, which are called its acquaintances. These systems, which can 
be referred to as purely communicating MASs, are very common in distributed artificial 
intelligence. Their preferred area is cooperation between software modules, the function 
of which is to resolve a problem or to draw up an expert’s report on the basis of 
specialized modules, as in the case of distributed control system where E is defined by 
the structure of the underlying network. These systems are characterized by the fact that 
interactions are essentially intentional communications and that he working mode 
resembles that of a social organism. 
 
When the agent are situated, E is generally a metric space, and the agents are capable of 
perceiving their environment, that is, of recognizing the objects situated in the 
environment through the functioning of their perceptive capabilities; and of acting, that 
is, of transforming the state of the system by modifying the positions of, and the 
relationships existing between, the objects. 
 
We shall see that most reactive MASs consider that the concept of environment is 
fundamental to the coordination of actions between several agents. For example, in a 
universe of robots, the agent (A) are the robots, E is the Euclidian geometrical space in 
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which the robots move, and O is obviously made up of agents, but also of physical 
objects placed here and there which the robots have to avoid, pick up and manipulate. 
The operation (Op) are the actions that the robots can take in moving themselves, 
moving the other objects or communicating, and R is the assembly of relations that link 
certain agents to others, such as acquaintance relationships (certain agents know some 
of the others) and communication relationship (agents can communicate with certain 
agents, but not necessarily with all of them). 
 

1.2.3 Benefits of Agents 

The user benefits of an agent lie in its task skills. Table 1.1 outlines the benefits of 
agents in broad functional categories [Caglayan et al., 1997]. 
 
FeatureFeatureFeatureFeature    AdvantageAdvantageAdvantageAdvantage    BenefitBenefitBenefitBenefit    

Automation Perform repetitive task Increased productivity 

Customization Customize information interaction Reduced overload 

Notification Notify user of events of significance Reduced workload 

Learning Learn users behavior Proactive assistance 

Tutoring Coach user in context Reduced training 

Messaging Perform task remotely Off-line work 

Table 1.1: Features, Advantages, and Benefits of Agent Technology 

Automation 
The automation benefits of an agent are particularly applicable for automating: 
z Repetitive behavior of a single user 
z Similar behavior of a group of user 
z Repetitive sequential behavior of a number of users in a workflow thread 

Repetitive behavior can be either time based or event based. A time-based task is 
something that user does at a particular time, like visiting a particular web site every 
morning at nine o’clock. An event-based task is something that user does in relation to 
another task. For example, opening your clock desk accessory before you log into an 
online database is an event-based task. The repetitive behavior of a single user is 
particularly suitable for agent-based automation when this repetitive behavior is 
dissimilar across the general user population. This situation makes it very hard to come 
up with a design compromise that would suit the whole population. On servers, similar 
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of a group of users can be benefit from agent automation. The personal and workgroup 
productivity benefits of agent automation can be significant. 
 
Customization 
An agent provides customization benefits by representing information that matches a 
user’s personal information and interaction style preferences. The customization 
benefits can be discussed by noting where the agent model fits into traditional broadcast 
and publishing models. In the broadcast model, the service providers broadcast the same 
information to everyone. Users sample the information within the inherent time 
constraints to everyone. In such a model, an agent between a user and broadcasters can 
provide customization benefits by listening to the information broadcast on behalf of the 
user, finding relevant information matching the user’s interest, and presenting the 
filtered information to the user. There are three basic architecture choices in the 
implementation of such a model. These agents can be implemented either at the 
broadcast site or at the user end or in the middle as a broker agent that serves multiple 
broadcasters and users. 
 
Notification 
An agent providing notification services to a user can produce significant 
reduced-workload benefits by freeing the user to monitor events of personal 
significance. For instance, such an agent can monitor web sites of interest for changes, 
and report them to a user. 
 
Learning 
An agent with learning capability can learn tasks that can be automated or preferences 
that can be used for customization: 
z Learning and offering to automate the repetitive tasks of a single user, thus 

relieving the user of the need to toil with what, when, and how to automate. 
z Learning the similar attributes of a group of users to customize information based 

on group characteristic. 
z Learning similar behavior of a group of users to provide workgroup productivity 

enhancement. 
z Learning and offering to automate recurrent sequential behavior of a group of 

users in a workflow thread, thus relieving the workgroup of repetitive tasks. 
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Tutoring 
An agent with tutoring capability can coach a user in context thanks to its event 
monitoring and inferencing capabilities, thus reducing the training requirements. 
 
Messaging 
A messaging agent enables users to accomplish tasks off-line at remote sites. Mobile 
agents are examples of messaging agents that can transport themselves from place to 
place to interact with other agents to perform tasks on behalf of a user. 
 

1.2.4 Areas of Agent Application 

Agent technology is rapidly breaking out of universities and research labs, and is 
beginning to be used to solve real-world problems in range of industrial and commercial 
applications. Fielded applications exist today, and new systems are being developed at 
an increasingly rapid rate. The main areas in which agent-based applications have been 
reported are as follows: manufacturing, process control, telecommunication systems, air 
traffic control, traffic and transportation management, information filtering and 
gathering, electronic commerce, business process management, entertainment and 
medical care [Jennings et al., 1998]. 
 
Industrial Applications 
Industrial applications of agent technology were among the first to be developed, and 
today, agents are being applied in a wide range of industrial systems: 
z Manufacturing: Parunak [Parunak, 1987] describes the YAMS system (Yet 

Another Manufacturing System), which applies the Contract Net Protocol to 
manufacturing control. The goal of YAMS is to efficiently manage the production 
process at these plants. This process is defined by some constantly changing 
parameters, such as products to be manufactured, available resources, time 
constraints, and so on. In order to achieve this enormously complex task, YAMS 
adopt multi-agent approach, where each factory and factory component is 
represented as an agent. Each agent has collection of plans, representing its 
capabilities. Other systems in this area include those for: configuration design of 
manufacturing product, collaborative design, scheduling and controlling 
manufacturing operations, controlling a manufacturing robot, and determining 
production sequences for a factory. 
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z Process Control: Process control is a natural application for agents, since process 
controllers are themselves autonomous reactive system. It is not surprising, 
therefore that a number of agent-based process control applications should have 
been developed. The best known of these is ARCHON, a software platform for 
building multi-agent systems, and associated methodology for building 
applications with this platform [Jennings et al., Dec 1996]. Other agent-based 
process control systems have been written for monitoring and diagnosing faults in 
nuclear power plants, spacecraft control, climate control, and steel coil processing. 

 
z Telecommunications: Telecommunication systems are large, distributed networks 

of interconnected components which need to be monitored and manage in 
real-time. In what is a fiercely competitive market, telecommunication companies 
and service providers aim to distinguish themselves from their competitors by 
providing better, quicker or more reliable services. To achieve this differentiation, 
they are increasingly turning to state-of-art software techniques including 
agent-based approaches. In one such application, negotiating agents are used to 
tackle the feature interaction problem. As new features are being added to the 
phone network at an ever increasing rate, it is becoming correspondingly more 
difficult to determine which features interact with, and are inconsistent with, 
which other features. Therefore, the traditional approach for analyzing services at 
design time and hard wiring in solutions for all possible interaction permutations 
is doomed to failure. Given this situation, Griffeth and Velthuijsen [Griffeth et al., 
1994] decided to adopt a different strategy and tackle the problem on an as-needed 
basis at run-time. They did this by employing negotiating agents to represent the 
different entities who are interested in the set up of call. Other problems for which 
agent-based systems have been constructed include: network control, transmission 
and switching, service management and network management. 

 
z Air Traffic Control: Ljunberg and Lucas [Ljunberg et al., 1992] describe a 

sophisticated agent-realized air traffic control system known as OASIS. In this 
system, which is undergoing field trials at Sydney airport in Australia, agents are 
used to represent both aircraft and the various air-traffic control systems in 
operation. The agent metaphor thus provides a useful and natural way of modeling 
real-world autonomous components. As an aircraft enters Sydney airspace, an 
agent is allocated for it, and the agent is instantiated with the information and 
goals corresponding to the real-world aircraft. 
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Commercial Applications 
While industrial applications tend to be highly-complex, bespoke systems which operate 
in comparatively small niche areas, commercial applications, especially those concerned 
with information management, tend to be oriented much more towards the mass market. 
z Distributed Project Management: For effective collaborative working between 

the parties in a construction project team, it is essential that enabling information 
and communications technologies are available. The problems posed by the use of 
heterogeneous software tools are well known and need to be overcome by the 
adoption of new approaches. One approach, which has significant potential for use 
in the construction industry, involves the use of distributed artificial intelligence, 
which is commonly implemented in the form of intelligent agents. [Anumba et al., 
1997] is intended to serve as a useful decision support system for designers, and 
should allow faster, better, and more economic, collaborative design of buildings. 
Other applications in this area include RAPPID project [Parsons et al., 1999], 
PROCESSLINK project [Petrie et al., 1999] which has research goal to enable 
multidisciplinary design engineers to track and coordinate their design decisions 
with each other, even when not co-located or working with the same software, and 
OOExpert project [Romi et al., March 1999] [Romi et al, June 1999] that 
concern work on building intelligent agents for object model creation process in 
object-oriented analysis and design. 

 
z Information Management: The lack of effective information management tools 

has given rise to what is colloquially known as the information overload problem. 
We can characterize the information overload problem in two ways: 

1. Information Filtering: Everyday we are presented with enormous amounts 
of information, only a tiny proportion of which is relevant or important. We 
need to able to sort the wheat from the chaff, and focus on the information 
we need. 

2. Information Gathering: The volume of information available prevents us 
from actually finding information to answer specific queries. We need to be 
able to obtain information that meets our requirements, even if this 
information can only be collected from a number of different sites. 

One important contributing factor to information overload is almost certainly that 
an end user is required to constantly direct the management process. But there is in 
principle no reason why such searches should not be carried out by agents, acting 
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autonomously to search the web on behalf of some user. The idea is so compelling 
that many projects are directed at doing exactly this [Maes, 1994] [Sycara et al., 
1996]. Other application in this area include: a personal assistant that learns user 
interests and on the basis of these compiles a personal newspaper, a personal 
assistant agent for automating various user tasks on a computer desktop, a home 
page finder agent, a web browsing assistant and expert locator system. 
 

z Electronic Commerce: Currently, commerce is almost entirely driven by human 
interactions; humans decide when to buy goods, how much they are willing to pay, 
and so on. But in principle, there is no reason why some commerce cannot be 
automated. By this, we mean that some commercial decision-making can be 
placed in the hands of agents. Although widespread electronic commerce is likely 
to lie some distance in the future, an increasing amount of trade is being 
undertaken by agents. As an example, [Chaves et al., 1996] describes a simple 
electronic marketplace called Kasbah. This system realizes the marketplace by 
creating buying and selling agents for each good to be purchased or sold 
respectively. Commercial transactions then take place by the interactions of these 
agents. Other commerce applications include: an agent which discovers the 
cheapest CDs, a personal shopping assistant able to search online stores for 
product availability and price information, a virtual marketplace for electronic 
commerce, and several agent-based interactive catalogues. 

 
z Business Process Management: Company managers make informed decisions 

based on a combination of judgment and information from many departments. 
Ideally, all relevant information should be brought together before judgment is 
exercised. However obtaining pertinent, consistent and up to date information 
across a large company is a complex and time-consuming process. For this reason, 
organizations have sought to develop a number of IT systems to assist with 
various aspects of the management of their business process. Project ADEPT 
[Jennings et al., 1996] tackles this problem by viewing a business process as a 
community of negotiating, service providing agents. Each agent represents a 
distinct role or department in the enterprise and is capable of providing one or 
more services. Other applications in this area include a system for supply chain 
management, a system for managing heterogeneous workflows and a system of 
mobile agents for inter-organizational workflow management. 
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Entertainment Applications 
The leisure industry is often not taken seriously by the computer science community. 
Leisure applications are frequently seen as somehow peripheral to the serious 
application of computers. And yet leisure applications such as computer games can be 
extremely challenging and lucrative. Agents have an obvious role in computer games, 
interactive theatre, and related virtual reality applications: such systems tend to be full 
of semi-autonomous animated characters, which can naturally be implemented as 
agents. 
z Games: Grand and Cliff [Grand et al., 1998] built the highly successful Creatures 

game using agent techniques. Creatures provides a rich, simulated environment 
containing a number of synthetic agents that a user can interact with in real-time. 
The agents are intended to be sophisticated pets whose development is shaped by 
their experiences during their lifetime. [Wavish et al., 1996] also described 
applications of agent technology to computer games. 

 
z Interactive Theater and Cinema: By interactive theatre and cinema, we mean a 

system that allows a user to play out a role analogous to those played by real, 
human actors in plays or films, interacting with artificial, computer characters that 
have the behavioral characteristics of real people. Agents that play the part of 
human in theatre-style applications are often known as believable agents--software 
programs "that provide the illusion of life, thus permitting an audience's 
suspension of disbelief". A number of projects have been set up to investigate the 
development of such agents [Trapl et al., 1997] [Lester, 1997]. 

 
Medical Applications 
Medical informatics is a major growth area in computer science: new applications are 
being found for computers everyday in the health industry. It is now surprising, 
therefore, that agents should be applied in this domain. Two of the earliest applications 
are in the areas of patient monitoring and health care [Hayes et al., 1989] [Huang et al., 
1995]. 
 

1.3 Research Motivations And Objectives 

The challenges of object-oriented analysis and design are, to identify the objects and 
their attributes needed to implement the software, describe the associations between the 
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identified objects, define the behavior of the objects by describing the function 
implementations of each object, and refine objects and organize classes by using 
inheritance to share common structure [Beringer, 1997] [Booch, 1991] [Holland et al., 
1996] [Liang et al., 1998]. The object identification and refinement process are very 
important process in OOAD, and we called this process by object model creation 
process (Figure 1.2). Researchers and software designers come to a conclusion that 
object model creation process is an ill-defined task, regarding of the difficulties of 
heuristic [Holland et al., 1996] [Kato, 1998] and there is no unified methodology for 
object-oriented software analysis and design. This is mainly due to lack of formalism 
for object-oriented software analysis and design. 
 
In our project, we are developing an intelligent agents system that aims to help 
designers while designing object-oriented software by automating the difficulties and 
ill-defined tasks in the object model creation process, including identification of objects, 
relationships, attributes, behaviors and organization of objects with inheritance. We 
formulate design patterns and rules for solving the above problems, and store them in 
the knowledge bases. This system is named OOExpert [Romi et al., March 1999] 
[Romi et al, June 1999]. 
 

1.4 How This Thesis Is Organized 

The remainder of this thesis is organized into five chapters: introduction, object model 
creation process and its computational model, system architecture and design, 
implementation, and conclusion. 
 
Chapter 1:  Introduction 
In this chapter, we give a brief introduction and overview to the two major topics 
covered in this thesis: object-oriented analysis and design, and intelligent agents. It 
starts with a short introduction of the object-oriented paradigm, as frameworks rely 
heavily on its mechanisms such as object, class, inheritance, polymorphism and so on. 
And then, we will take a look at object-oriented analysis and design, and its problem 
that motivate us to do research on this topic. We present the key attributes of intelligent 
agents such as autonomy, mobility, and intelligence, and also provide the benefits and 
taxonomy of various intelligent agents technology. The research motivations and 
objectives are also presented at the end of this chapter. 
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Chapter 2:  Object Model Creation Process and Its Computational 
Model 
In this chapter, we focus on object model creation process and why it has the capacity to 
play a key role in object-oriented analysis and design. However, building software 
engineering tools, and defining repository requires quantitative approach, because 
everything must be clear and unambiguous. One way to ensure clarity of ideas is 
through mathematical formalism. This chapter is an initial attempt to produce such 
formalism for object model creation process used to represent the result of our works. It 
presents a basic ontology for expressing our concepts and their relationships using set of 
theory and functions. In this chapter, we explain our concepts, idea and approach toward 
well-defined object model creation process and its computational model. 
 
Chapter 3:  System Architecture and Design 
In this chapter, we focus on how the problems on object model creation process 
introduced and formalized in the previous section can be designed to be a software 
system. In our research, object model creation process is viewed as a society of software 
agents that interact and negotiate with each other. We also construct the OOExpert agent 
framework so that inter-agent communication can be supported as well as the mobility 
of our agents across network. Finally, we explain system design and architecture of each 
OOExpert agent, including requirements acquisition agent, object identification agent, 
attribute identification agent, association identification agent, behavior identification, 
and object refinement agent. 
 
Chapter 4:  Implementation 
In this chapter, we focus on how the problems on object model creation process 
introduced, formalized, and designed in the previous section can be implemented to be a 
software system. It starts with an explanation about why Java is used as programming 
language to implement OOExpert agents. However, There are specific features of Java, 
which support intelligent agent paradigm: autonomy, intelligence and mobility. How the 
OOExpert agents work is also presented at the end of this chapter. 
 
Chapter 5:  Conclusion 
At this point we have described and addressed the problem of object model creation 
process in object-oriented analysis and design. Furthermore, We have defined and 
formalized our approach to overcome above problems. We also have designed and 
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implemented our idea to be a software system, that we called it OOExpert. The final 
step will be to summarize the argument presented in this thesis and reflect on it. 
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In this chapter, we focus on object model creation process and why it has the capacity to 
play a key role in object-oriented analysis and design. However, building software 
engineering tools, and defining repository requires quantitative approach, because 
everything must be clear and unambiguous. One way to ensure clarity of ideas is 
through mathematical formalism. This chapter is an initial attempt to produce such 
formalism for object model creation process used to represent the result of our works. It 
presents a basic ontology for expressing our concepts and their relationships using set of 
theory and functions. In this chapter, we explain our concepts, idea and approach toward 
well-defined object model creation process and its computational model. 
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2.1 Priming the Object Model Creation 

Process 

As shown in Figure 2.1, OOAD begins with a problem statement (requirement) 
generated by users and possibly customer. The requirement may be incomplete, 
informal, and identification processes make it more precise and expose ambiguities and 
inconsistencies. The requirement should not be taken as immutable but should serve as a 
basis for refining the real requirements. Next, the real-world system described by the 
requirement must be understood and identified, and its essential features abstracted into 
a model. Identifying objects, attributes, associations and behaviors of the object is the 
important step in constructing an object model. And the next step is to organize classes 
by using inheritance to share common structure. Inheritance can be added in two 
directions [Rumbaugh et al., 1991]: by generalizing common aspects of existing 
classes into a superclass (bottom up or generalization) or by refining existing classes 
into specialized subclasses (top down or specialization). The object identification and 
refinement process are together called object model creation process.  

Requirements

Identifiyng
Objects,

Attributes,
Associations and

Behaviors

Object Model

Domain knowledge
Real-world experience

User interviews

Refining with
inheritance

Class Model

Domain knowledge
Real-world experience

User interviews

Object Model
Creation Process

 

Figure 2.1: Object Model Creation Process 
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Once developers have established the requirements for software, they can begin the 
recursive object model creation process. The process can be summarized in the 
following steps: 

1. Identifying Objects 
2. Identifying Attributes 
3. Identifying Associations 
4. Identifying Behaviors 
5. Object Refinement with Inheritance 

 
The object model creation process starts with the specification phase. In this phase the 
developers work to understand exactly what the objects will look like in finished. The 
result of the specification phase is a description of all external views of the completed 
object. After the specification phase, come to the identification phase. During the 
identification phase the developer describes how the object works in terms of 
subordinate objects, including object attributes, associations and behaviors. The 
identification phase also identifies the subordinate objects for use in following phase. 
Identifying the subordinate objects sets the stage for the recursive phase of the object 
model creation process. The final phases of the object model creation process focus on 
object refinement. 
 
The object model creation process relies on abstraction and expert perspective. Each 
phase in sequence, applies perspectives to produce artifacts. The full set of artifacts 
constitutes the complete product. Because the object model creation process needs 
requirements as its input, the first step in the creation of a program is to identify the 
program requirements. Given the program requirements, the developer begins the 
recursive object mode creation process using the program as the highest-level object. 
Decomposing the starting point operations provides insight into identifying and creating 
objects. 
 

Definition 2.1 (Object Model Creation Process): Object model creation 
process is a main process of object-oriented analysis and design process, 
which starts with identification of objects, behaviors, attributes, and 
associations from requirements, and ends with object refinement with 
inheritance process. 



 

 27

2.2 Requirements Specification and Its 

Computational Model 

2.2.1 Requirements Specification and Acquisition 
Concepts 

Requirement acquisition is considered one of the most important activities in software 
development. Most faults found during testing and operation result from poor 
understanding or misinterpretation of requirements. In spite of progress in analysis 
techniques, CASE tools support, prototyping, and early verification and validation 
technique, software development still suffers from poor requirements acquisition.  
 
In the traditional approach to software analysis, system analyst interview end users to 
capture requirements. We propose an approach where end users take an active role in 
analysis by specifying requirements using Object Based Formal Specification (OBFS). 
We use OBFS to guide end users in describing their problem. This approach will be first 
important step for solving the difficulties and ill-defined tasks in the object model 
creation process, including identification of objects, associations, attributes, behaviors 
and organization of objects with inheritance. This approach also takes advantage of end 
users' domain knowledge. 
 
Requirements Specification 
A requirement is a desired relationship among phenomena of the environment of a 
system, to be brought about by the software system that will be constructed and 
installed in the environment.  
 
A specification describes system behavior sufficient to achieve the requirement. A 
specification is a restricted kind of requirement. All the environment phenomena 
mentioned in a specification are shared with the system. The phenomena constrained by 
the specification are controlled by the system, and the specified constraints can be 
determined without reference to the future. Specifications are derived from 
requirements by reasoning about the environment, using properties that hold 
independently of the behavior of the system [Jackson et al., 1995].  
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In other words, we can say that the difference between requirements and specification is 
that requirements refer to the entire system to be realized, whereas a specification refers 
only to the part of the system to be implemented by software. 
 
Jackson and Zave [Jackson et al., 1995] consider specifications as special kind of 
requirements. A requirement is a specification if all actions constrained by the 
requirement are controlled by the software system, and all information it relies on is 
shared with the software system and refers only to the past, not the future. Requirements 
(and thus specifications) do not talk about the state of the software system. In contrast to 
this view, we consider a specification to be a model of the software system to be built in 
order to satisfy the requirements. 
 
The software requirements specifications process consists of three steps: 

1. Requirements capture and analysis 
2. Requirements definition and specification 
3. Requirements validation 

 
The origin of most software system is the need of a client /user who desires a new 
software system. The final output of this process is a requirements document, which 
defines the system to be developed [Jalote, 1997]. 
 
Formal Methods and Formal Specification 
Formal methods used in developing software systems provide frameworks for 
specifying, developing, and verifying systems in a systematic manner rather than ad hoc 
manner. Formal methods are used to reveal ambiguity, incompleteness, and 
inconsistency in a software system. System designer use formal methods to specify 
desired behavioral and structural properties [Ralston et al., 1993]. Formal methods can 
be used in all phases of software's development and present an opportunity to develop 
new techniques to improve software production. One tangible product to applying a 
formal method is a formal specification.  
 
Formal requirement specifications have the additional advantage over informal 
requirement specifications because they are amenable to machine analysis and 
manipulation. The greatest benefit of applying a formal requirement specification is that 
system designers gain a deeper understanding of the specified system, because they 
have forced to be more abstract and precise about desired properties. Another important 
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application of formal requirement specification is that they can be used as a base to 
reason about the behavior of system's components. 
 
Below, there are some applications of formal specifications and the formal methods that 
support each software development phase: [Iglewski et al., 1997] 
z Requirement Analysis. This step clarifies in the informally stated requirements, 

help clear up vague ideas, reveals contradictions (or inconsistencies), ambiguities 
and incompleteness. 

z Software Design. This step is used during modular decomposition and refinement 
to record design decisions and assumptions. It provides the implementer the 
information needed to construct the modules without knowledge of its clients. The 
implementation can be replaced by more efficient one, without affecting the 
interface and the client's code. 

z Software Verification. This step is the process of showing that a system satisfies 
its specification. This process is impossible without a formal specification. It is 
important to realize that although the entire system may never be completely 
verified, a smaller, critical piece often can be. 

z Software Validation. Formal methods can aid in system testing and debugging. 
Specifications can be used to generate complete test cases. 

z Software Documentation. A specification serves as a description of the software. 
It is used for a communication between a client and a specifier, between a 
specifier and an implementer, and among the implementation team. 

z Software Analysis and Evaluation. To learn from experience of building 
prototype software, developers should perform a critical analysis of its 
functionality and performance after this prototype has been built. Recently, 
significant research has been carried out in specifying a software, which is already 
built, running, and used. Some of these exercises revealed serious bugs in 
published algorithms and design. As expected, most formal specifications revealed 
unstated assumptions, inconsistencies, and unintentional incompleteness of 
software. 

 
The usefulness of formal requirement specification is more and more accepted by 
researcher and practical software engineers. But formal requirement specification 
techniques still suffer from two drawbacks. 
 
First, research spends more effort to develop new languages than provide 
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methodological guidance for using existing ones. Often, users of formal techniques are 
left alone with a formalism for which no explicit methodology has been developed.  
 
Second, formal requirement specification techniques are not well integrated with the 
analysis phase of software engineering. Often, formal requirement specifications begin 
with very short description of the system to be implemented, and detail is added during 
the development of the formal requirement specification. Such a procedure does not 
adequately take into account the need to thoroughly analyze the system to be 
implemented and the environment in which it will operate before a detailed requirement 
specification is developed. 
 

2.2.2 Models for Requirements Specification 

Figure 2.2 shows our strategy to formulate requirement specification for solving the 
object model creation process. We propose an approach where end users take an active 
role in analysis by specifying requirements using Object-Based Formal Specification 
(OBFS). We use OBFS to guide end users in describing their problem. This approach 
will be the first important step for solving the difficulties and ill-defined tasks in the 
object model creation process, including identification of objects, associations, 
attributes, behaviors and organization of objects with inheritance. 
 
OBFS is composed of Description Statements (DS), Collaborative Statements (CS), 
Attributive Statements (AS), Behavioral Statements (BS), and Inheritance Statements 
(IS).  

ISBSASCSDSOBFS ⊕⊕⊕⊕=  

Each OBFS statement consists of Subject (S), Verb (V), and Object (O) as well as the 
English (E) natural language.  
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Figure 2.2: Object-Based Formal Specification 

 
Definition 2.2 (Object-Based Formal Specification (OBFS)): Object-Based 
Formal Specification (OBFS) is a semi-formal requirements template used to 
reveal ambiguity, incompleteness, and inconsistency in an object-oriented 
software system, and to guide end users take an active role while describing 
their problem statements. OBFS is composed of description statements (DS), 
collaborative statements (CS), attributive statements (AS), behavioral 
statements (BS), and inheritance statements (IS). 
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Description Statements (DS) 
Description statements are used to guide for writing an overview of the system that we 
want to build. Description statements contain four kinds of elements: Requirement ID, 
Requirement Name, Language, and Description (Figure 2.3). The description statements 
should state what is to be done and not how it is to be done. It should be a statement of 
needs, not a proposal for a solution. 
 

A Unique ID of the Requirement

A Title of the Requirement
Language used

in the Requirement

The problem statements of the intention of the requirement

 

Figure 2.3: Description Statements Shell 

Definition 2.3 (Description Statements (DS)): A description statement is a 
requirement statement used to write an overview of the system that we want 
to build, which consists of Requirement ID, Requirement Name, Language, 
and Description. 
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Collaborative Statements (CS) 
Collaborative statements are used to identify objects, and association between objects. 
The first step in object model creation process is to identify relevant object and its 
association from the application domain. Objects include physical entities and all 
objects must make sense in the application domain. All objects are explicit in the 
collaborative statements, and objects are corresponding to nouns that identified from 
collaborative statements. 
 
Any dependency between two ore more objects in the collaborative statements is an 
object association. A reference from one object to another is also an association. 
Associations show dependencies between objects at the same level of abstraction as the 
objects themselves. Associations can be implemented in various ways, but such 
implementation decisions should kept out of the analysis model to preserve design 
freedom. Associations often correspond to verbs or verb phrases. These include physical 
location (next to, part of, contained in), directed actions (drives), communication (talks 
to), ownership (has, part of), or satisfaction of some condition (works for, married to, 
manages). 
 
Collaborative Statement (CS) consists of Subject (S), Verb (V), and Object (O) as well 
as the English (E) natural language. 
 

{ },...),,(,),,(,),,( 333222111 cscscs OVSOVSOVSCS =   and   ECS ∈∀  
 
Scs and Ocs will be identified as a tentative object (OBJt), and Vcs will be identified as a 
tentative association (ASSt) in terms of object-oriented paradigm. 
 

][ tcs OBJSECS ⇒∈∀   and  ][ tcs OBJOECS ⇒∈∀  

][ tcs ASSVECS ⇒∈∀  

 
Definition 2.4 (Collaborative Statements (CS)): A collaborative statement is 
a requirement statement used to identify objects, and association between 
objects, which consists of subject (S), verb (V), and object (O) as well as the 
English (E) natural language. 
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Attributive Statements (AS) 
Attributive statements are used to identify object attributes. Attributes are properties of 
individual objects. Attributes usually correspond to nouns followed by possessive 
phrases, and sometimes are characterized by adjectives or adverbs. Attributive statement 
must contain properties of each object identified at the previous step. 
 
Attributive Statement (AS) consists of Subject (S), Verb (V), and Object (O) as well as 
the English (E) natural language. 
 

{ },...),,(,),,(,),,( 333222111 asasas OVSOVSOVSAS =   and   EAS ∈∀  
 
Oas will be identified as a tentative attribute (ATTt) in the term of object-oriented 
paradigm. Sas is identified and refined objects (OBJ) from tentative object (OBJt) as the 
final result of object identification’s process. 
 

][ tas ATTOEAS ⇒∈∀  

][ OBJSEAS as =∈∀  

 
Definition 2.5 (Attributive Statements (AS)): An Attributive statement is a 
requirement statement used to identify object attributes, which consists of 
subject (S), verb (V), and object (O) as well as the English (E) natural 
language. 

 
Behavioral Statements (BS) 
Behavioral statements are used to identify object behaviors. Behavior is how an object 
acts and reacts, in terms of its state changes and message passing [Booch, 1991]. 
Behavioral statement must contain behaviors of each object identified at the previous 
step. 
 
Behavioral Statement (BS) consists of Subject (S), Verb (V), and Object (O) as well as 
the English (E) natural language. 
 

{ },...),,(,),,(,),,( 333222111 bsbsbs OVSOVSOVSBS =   and   EBS ∈∀  
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Oas will be identified as a tentative behavior (BEHt) in the term of object-oriented 
paradigm. Sbs is identified and refined objects (OBJ) from tentative object (OBJt) as the 
final result of object identification’s process. 
 

][ tbs BEHOEBS ⇒∈∀  

][ OBJSEBS as =∈∀  

 
Definition 2.6 (Behavioral Statements (BS)): A Behavioral statement is a 
requirement statement used to identify object behaviors, which consists of 
subject (S), verb (V), and object (O) as well as the English (E) natural 
language. 

 
Inheritance Statements (IS) 
Inheritance statements are used to organize classes by using inheritance, to share 
common object attributes and behaviors. Inheritance provides a natural classification for 
kinds of objects and allows for the commonality of objects to be explicitly taken 
advantage of in modeling and constructing object systems. Inheritance is a relationship 
between classes where one class is the parent class of another. Inheritance statement 
provides sentences that have is-a-kind-of relationship. For example, mountain bikes, 
racing bikes, and tandems are all different kinds of (is-a-kind-of) bicycles. 
 
Inheritance Statement (IS) consists of Subject (S), Verb (V), and Object (O) as well as 
the English (E) natural language. 
 

{ },...),,(,),,(,),,( 333222111 isisis OVSOVSOVSIS =   and   EIS ∈∀  
 
Ois will be identified as a tentative superclass (SCLt) in the term of object-oriented 
paradigm. Sis is identified and refined objects (OBJ) from tentative object (OBJt) as the 
final result of object identification’s process. 
 

][ tis SCLOEIS ⇒∈∀  

][ OBJSEIS is =∈∀  
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Definition 2.7 (Inheritance Statements (IS)): An Inheritance statement is a 
requirement statement used to organize classes by using inheritance, and to 
share common object attributes and behaviors, which consists of subject (S), 
verb (V), and object (O) as well as the English (E) natural language. 

 

2.3 Object Identification and Its 

Computational Model 

2.3.1 Object Identification Concepts 

As shown in Figure 2.4, object identification begins by listing candidate objects found 
in the written requirements specification. The next step is to identify relevant objects 
from the application domain. Objects include physical entities and all objects must 
make sense in the application domain. All objects are explicit in the requirements 
specification, and objects are corresponding to nouns that identified from requirements 
specification. The next step is discard unnecessary and spurious objects according to the 
following criteria: redundant objects, irrelevant objects, vague objects, attributes, 
operations, roles, and implementation construct. 

Object Identification
TaskRequirements

Specification

Extract Nouns

Tentative
Objects

Eliminate
Spurious
Objects

Objects
Rules of Spurious
Object Elimination

Redundant Objects
Irrelevant Objects

Vague Objects
Attributes
Operations

Roles
Implementation Construct

 

Figure 2.4: Object Identification Process 
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2.3.2 Models for Object Identification 

Figure 2.5 shows our strategy for solving the object identification process. We use 
collaborative statements from OBFS to guide end users in describing their problem. The 
first step in object identification process is to extract S and O written in the collaborative 
statements to be tentative objects (OBJt). 
 

][ tcs OBJSECS ⇒∈∀   and  ][ tcs OBJOECS ⇒∈∀  

 
The next step is to eliminate spurious objects and propose relevant objects using 
Rule-Based Reasoning (RBR) and Case-Based Reasoning (CBR) paradigms. In the 
RBR, the system will discard unnecessary and incorrect objects according to the 
following criteria: redundant objects (OBJred), attributes (OBJatt), behaviors (OBJbeh), 
and not noun objects (OBJnon).  
 

][ OBJOBJOBJOBJOBJEOBJ nonbehattred ⇒¬∧¬∧¬∧¬∈∀  
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Figure 2.5: Proposed Approach for Object Identification Process 

In other hand, CBR is based on psychological theories of human cognition. We collect 
design rules from human experts, and store/index them in the case-base. It rests on the 
intuition that human expertise does not depend on rules or other formalized structures, 
but on experiences. Human experts differ from novices in their ability to relate problems 
to previous ones, to reason based on analogies between current and old problems, to use 
solutions from old experiences, and to recognize and avoid old errors and failures. Two 
kinds of case-base indexed in our approach are: Human Expert Solution (HES) and 
Problem Domain Relation (PDR). The final result of the object identification process is 
a relevant object (OBJ). 
 
 

 



 

 39

2.4 Attribute Identification and Its 

Computational Model 

2.4.1 Attribute Identification Concepts 

As shown in Figure 2.6, attribute identification begins by listing candidate attributes 
found in the written requirements specification. The next step is to identify relevant 
attributes from the application domain. Attributes are properties of individual objects, 
such as name, weight, velocity, or color. And, attributes are corresponding to nouns 
followed by possessive phrases that identified from requirements specification. 
Adjectives often represent specific enumerated attribute value, such as red, on, or 
expired. Unlike objects and associations, attributes are less likely to be fully described 
in the requirements statement. We must draw on our knowledge of the application 
domain and the real world to find them. Fortunately, attributes seldom affect the basic 
structure of the problem. The next step is discard unnecessary and spurious attributes 
according to the following criteria: objects, qualifiers, names, identifiers, link attributes, 
internal values, and discordant attributes. 
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Figure 2.6: Attribute Identification Process 
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2.4.2 Models for Attribute Identification 

Figure 2.7 shows our strategy for solving the attribute identification process. We use 
attributive statements from OBFS to guide end users in describing their problem. The 
first step in attribute identification process is to extract O written in the attributive 
statements to be tentative attribute (ATTt). 
 

][ tas ATTOEAS ⇒∈∀  

 
The next step is to eliminate spurious attributes and propose relevant attributes using 
Rule-Based Reasoning (RBR) and Case-Based Reasoning (CBR) paradigms. In the 
RBR, the system will discard unnecessary and incorrect attributes according to the 
following criteria: redundant attributes (ATTred), objects (ATTobj), and behaviors 
(ATTbeh).  
 

][ ATTATTATTATTEATT behobjred ⇒¬∧¬∧¬∈∀  

 
In other hand, CBR is based on psychological theories of human cognition. We collect 
design rules from human experts, and store/index them in the case-base. It rests on the 
intuition that human expertise does not depend on rules or other formalized structures, 
but on experiences. Human experts differ from novices in their ability to relate problems 
to previous ones, to reason based on analogies between current and old problems, to use 
solutions from old experiences, and to recognize and avoid old errors and failures. Two 
kinds of case-base indexed in our approach are: Human Expert Solution (HES) and 
Problem Domain Relation (PDR). The final result of the attribute identification process 
is a relevant attribute (ATT). 
 



 

 41

Attribute
Identification TaskAttributive

Statements
(S V O)

Extract O

Tentative
Attributes

Eliminate
Spurious

Attributes
Attributes Rules of Spurious

Attribute
Elimination

Redundant Attributes
Objects

Behaviors

Cases of Relation
and Solution

Human Expert Solution

Problem Domain Relation

Propose
Relevant

Attributes

 

Figure 2.7: Proposed Approach for Attribute Identification Process 

 

2.5 Association Identification and Its 

Computational Model 

2.5.1 Association Identification Concepts 

As shown in Figure 2.8, association identification begins by listing candidate 
associations found in the written requirements specification. The next step is to identify 
relevant associations from the application domain. All associations are explicit in the 
requirements specification, and associations are corresponding to static verbs or verb 
phrases that identified from requirements specification. The next step is discard 
unnecessary and spurious associations according to the following criteria: associations 
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on eliminated objects, irrelevant associations, actions, ternary associations, derived 
associations, misnamed associations, role names, qualified associations, multiplicity, 
and missing associations. 
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Figure 2.8: Association Identification Process 

Any dependency between two ore more objects is an object association. A reference 
from one object to another is also an association. Associations show dependencies 
between objects at the same level of abstraction as the objects themselves. Associations 
can be implemented in various ways, but such implementation decisions should kept out 
of the analysis model to preserve design freedom. Associations often correspond to 
static verbs or verb phrases. These include physical location (next to, part of, contained 
in), directed actions (drives), communication (talks to), ownership (has, part of), or 
satisfaction of some condition (works for, married to, manages). 
 
We can summarize, there are four general categories of inter-object associations. These 
are: 

1. The Is-a-kind-of association 
2. The Uses association 
3. The Consists-of association 
4. The Contains association 

 
The classic Is-a-kind-of object association indicates set membership. For example, a 
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queen is a kind of chess piece, or a dog is a kind of animal. The object-oriented 
paradigm represents Is-a-kind-of association through inheritance. Inheritance implies 
that descendant object receive the attributes of their base classes. 
 
The Uses association is a client-server association. In a Uses association, one object 
uses another object to accomplish some task. In a database application, a database 
object might store and retrieve data records for an application object. A client is the 
application that uses the server or the database object. Objects can be both clients and 
servers. While the database object is the server for the application, the database object 
might be a client of a file system server. It is important to focus on identifying the 
associations between objects and not just the objects. 
 
The Consists-of association occurs when an object is composed of other objects. A car 
consists of an engine, four wheels, a body, and an electrical system. Consists-of 
associations are generally static. This means that a car always has four wheels and not 
sometimes two or 10.  
 
Finally, the Contains association describes a potentially transient association such as 
cards in a poker hand or items in a box. The transient ness of the Contains association 
distinguishes it from the Consists-of association. For example, objects may be put into 
or taken out of a box, but in normal use, the engine never leaves the car. The Contains 
association also represents set of membership, but the transient nature of the Contains 
association distinguishes it from the Is-a-kind-of association. An item may come and go 
as a member of the set of things a box contains, but a dog will always be a member of 
the set of animals. The transient nature of the associations between the objects should 
help categorize the association. 
 
To apply abstraction in the recursive analysis and design process, software designers 
must first concentrate on Consists-of association, i.e., on viewing programs as objects 
within objects. Consists-of associations are the binding links between levels of 
abstraction. A book consists of a table of contents, chapters, appendices, and index. The 
abstraction called the book is, bound by the Consists-of association to the lower level 
abstraction’s table of contents, chapters, appendices, and index. For the recursive 
analysis and design process to be successful, we must also recognize Contains 
associations as link between levels of abstraction. Objects are potentially dynamic sets 
that decompose differently depending upon the changing constitution of the set. For 
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example, the set of windows that makes up a screen of a Graphical User Interface (GUI) 
application may change as the application runs. The GUI screen might be considered as 
abstraction of the set of windows it contains. This contains association binds the 
higher-level screen abstraction to the lower level windows’ abstractions. Once software 
designers understand what the subordinate objects are, it becomes important to organize 
how the subordinate objects interact. As subordinate objects work to perform the 
functions of their superior object, they will require each other’s assistance. These 
assisting associations are the Uses associations. 
 

2.5.2 Models for Association Identification 

Figure 2.9 shows our strategy for solving the association identification process. We use 
collaborative statements from OBFS to guide end users in describing their problem. The 
first step in association identification process is to extract V written in the collaborative 
statements to be tentative associations (ASSt). 
 

][ tcs ASSVECS ⇒∈∀  

 
The next step is to eliminate spurious associations and propose relevant associations 
using Rule-Based Reasoning (RBR) and Case-Based Reasoning (CBR) paradigms. In 
the RBR, the system will discard unnecessary and incorrect associations according to 
the following criteria: redundant associations (ASSred), attributes (ASSatt), behaviors 
(ASSbeh), and not verb associations (ASSnov).  
 

][ ASSASSASSASSASSEASS novbehattred ⇒¬∧¬∧¬∧¬∈∀  
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Figure 2.9: Proposed Approach for Association Identification Process 

In other hand, CBR is based on psychological theories of human cognition. We collect 
design rules from human experts, and store/index them in the case-base. It rests on the 
intuition that human expertise does not depend on rules or other formalized structures, 
but on experiences. Human experts differ from novices in their ability to relate problems 
to previous ones, to reason based on analogies between current and old problems, to use 
solutions from old experiences, and to recognize and avoid old errors and failures. Two 
kinds of case-base indexed in our approach are: Human Expert Solution (HES) and 
Problem Domain Relation (PDR). The final result of the association identification 
process is a relevant association (ASS). 
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2.6 Behavior Identification and Its 

Computational Model 

2.6.1 Behavior Identification Concepts 

Behavior is how an object acts and reacts, in terms of its state changes and message 
passing [Booch, 1991]. So, behavior can most effectively be identified by explicitly 
stating what the object does. For example, which of these descriptions best exemplifies 
a word processor? 
z A program that runs on a PC, drives a laser printer, employs columns, and users 

four megabytes of disk space. 
z A program that lets users edit, format, and print text. 

 
The first description identifies features of word processors but does not describe what 
word processors do. The first description could also identify a spreadsheet application. 
In contrast, the second description focuses on the behaviors unique to word processors. 
Due to its focus on behavioral, the second description eliminates many unrelated classes 
of applications. However, recently there is no methodology to extract behavior from 
requirements specification. But we can summarize from above discussion, as shown in 
Figure 2.10, behavior identification is a process to extract what the object does (object 
acts and reacts) from requirements specification.  
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Acts and Reacts

Behaviors

 

Figure 2.10: Behavior Identification Process 
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2.6.2 Models for Behavior Identification 

Figure 2.11 shows our strategy for solving the behavior identification process. We use 
behavioral statements from OBFS to guide end users in describing their problem. The 
first step in behavior identification process is to extract O written in the behavioral 
statements to be tentative behavior (BEHt). 
 

][ tbs BEHOEBS ⇒∈∀  

 
The next step is to eliminate spurious behaviors and propose relevant behaviors using 
Rule-Based Reasoning (RBR) and Case-Based Reasoning (CBR) paradigms. In the 
RBR, the system will discard unnecessary and incorrect behaviors according to the 
following criteria: redundant behaviors (BEHred), objects (BEHobj), associations 
(BEHass), attributes (BEHatt), and not verb behaviors (BEHnov). 
 

][ BEHBEHBEHBEHBEHBEHEBEH novattassobjred ⇒¬∧¬∧¬∧¬∧¬∈∀  
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Figure 2.11: Proposed Approach for Behavior Identification Process 

In other hand, CBR is based on psychological theories of human cognition. We collect 
design rules from human experts, and store/index them in the case-base. It rests on the 
intuition that human expertise does not depend on rules or other formalized structures, 
but on experiences. Human experts differ from novices in their ability to relate problems 
to previous ones, to reason based on analogies between current and old problems, to use 
solutions from old experiences, and to recognize and avoid old errors and failures. Two 
kinds of case-base indexed in our approach are: Human Expert Solution (HES) and 
Problem Domain Relation (PDR). The final result of the behavior identification process 
is a relevant behavior (BEH). 
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2.7 Object Refinement with Inheritance and 

Its Computational Model 

2.7.1 Object Refinement with Inheritance Concepts 

The final step of object model creation process is to organize classes by using 
inheritance to share common structure. Inheritance can be added in two directions, 
bottom up (generalization) and top down (specialization). 

1. Bottom Up (Generalization): By generalizing common aspects of existing classes 
into a superclass. We can discover inheritance from the bottom up by searching 
for classes with similar attributes, associations, or behaviors. For each 
generalization, define a superclass to share common features. 

2. Top Down (Specialization): By refining existing classes into specialized subclass. 
Top down specializations are often apparent from the application domain. Look 
for noun phrases composed of various adjectives on the class name. Avoid 
excessive refinement. If proposed specializations are incompatible with an 
existing class, the existing class may be improperly formulated. Enumerated 
subcases in the application domain are the most frequent source of 
specializations. Often, it is sufficient to note that a set of enumerated subcases 
exists, without actually listing them. 

 
The object-oriented paradigm represents Is-a-kind-of association through inheritance. 
Inheritance implies that descendant object receive the attributes of their base classes. 
For example, a queen is a kind of chess piece, or a dog is a kind of animal. The 
Is-a-kind-of association is a generalization that encompasses several objects with similar 
methods. 
 

Definition 2.8 (Generalization and Specialization): Generalization and 
Specialization are relationships between concepts. Any type of A, each of 
whose objects is also an instance of a given type B, is called a specialization 
(or subtype) of B and is written as BA ⊂ . B is also called the generalization 
(or supertype) of A. 

 
As with the classification relation the specialization relation can also be qualified in 
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extensional and intensional terms [Odell et al., 1997]. For example, 
 

)()( AnimalextDogext ⊂   or simply  AnimalDog ⊂  
 
means that every number of the Dog is also a member of the Animal set. In contrast, 
 

)(int)int( AnimaltDog ⊂  
 
means the definition of Dog must contain the definition of Animal. When viewed in 
extension, the left side of the ⊂  involves fewer than the right, because the left side is a 
subset. When viewed in intension, the left side of the ⊂  involves more than the right, 
because the definition of the left must also include the definition of the right. In short, 
when going down a generalization hierarchy, the extension gets smaller while the 
intension get bigger. 
 

2.7.2 Models for Object Refinement with Inheritance 

Models for Object Refinement with Inheritance Using Specialization 
First, we denote the set of behaviors of a class CLS by CLSbeh. And we also denote the 
set of attributes of a class CLS by CLSatt. So in this case: 
 

},...,,{ 21 k
beh BEHBEHBEHCLS =   and  },...,,{ 21 k

att ATTATTATTCLS =  

 
As we know, a class is composed of behaviors and attributes. In this case, class CLS is 
composed of behaviors CLSbeh and attributes CLSatt. 
 

attbeh CLSCLSCLS ⊕=  
 
We assume that the members of class CLS are CLS1, CLS2, …, CLSk and the members of 
class SCL are SCL1, SCL2, …, SCLk. 
 

},...,,{ 21 kCLSCLSCLSCLS =   and  },...,,{ 21 kSCLSCLSCLSCL =  
 
Class SCL is specializing CLS1, CLS2, …, CLSk. This means that class SCL has CLS1, 
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CLS2, …, CLSk as subclasses and define attributes and behaviors inherited from SCL as 
superclass. In this case, we can denote that class SCL will therefore be the union of all 
the class CLS. Furthermore, class SCL conforms to all its subclasses in the class 
hierarchy. This is expressed formally bellow. 
 

U
k

i
iCLSSCL

1=

=  

 
Models for Object Refinement with Inheritance Using Generalization 
First, we denote the set of behaviors of a class CLS by CLSbeh. And we also denote the 
set of attributes of a class CLS by CLSatt. So in this case: 
 

},...,,{ 21 k
beh BEHBEHBEHCLS =   and  },...,,{ 21 k

att ATTATTATTCLS =  

 
As we know, a class is composed of behaviors and attributes. In this case, class CLS is 
composed of behaviors CLSbeh and attributes CLSatt. 
 

attbeh CLSCLSCLS ⊕=  
 
We assume that the members of class CLS are CLS1, CLS2, …, CLSk and the members of 
class SCL are SCL1, SCL2, …, SCLk. 
 

},...,,{ 21 kCLSCLSCLSCLS =   and  },...,,{ 21 kSCLSCLSCLSCL =  
 
Class CLS1, CLS2, …, CLSk are generalizing SCL. This means that classes CLS have 
SCL as superclass and define attributes and behaviors generalized from CLS as 
subclasses. In this case, we can denote that class SCL will therefore be the intersection 
of all the class CLS. Furthermore, all of classes CLS conform to SCL, and we can define 
that SCL is a superclass of CLS in the class hierarchy. This is expressed formally bellow. 
 

I
k

i
iCLSSCL

1=

=  

 
In OOExpert project, we use bottom-up (generalization) concepts as a basic approach to 
build a new model of object refinement process. As shown in Figure 2.12, object 
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refinement with inheritance process begins by listing objects found in the previous 
object model creation process, and searching similar object names, attributes, and 
behaviors. If the similar objects are found, the object will be a sub class and a tentative 
superclass will be generated automatically. The next process is to give the superclass a 
name. The superclass can be given from user, or automatically generates from similar 
object names. The result of this process is a class model with inheritance structure. 
Oppositely, if the similar object cannot be found, the object will be a class model 
(without inheritance structure) directly. The final result of the object refinement process 
is a class model, which is the combination of class model with inheritance and class 
model without inheritance. 
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Figure 2.12: Object Refinement with Inheritance 
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In this chapter, we focus on how the problems on object model creation process 
introduced and formalized in the previous section can be designed to be a software 
system. In our research, object model creation process is viewed as a society of software 
agents that interact and negotiate with each other. We also construct the OOExpert agent 
framework so that inter-agent communication can be supported as well as the mobility 
of our agents across network. Finally, we explain system design and architecture of each 
OOExpert agent, including requirements acquisition agent, object identification agent, 
attribute identification agent, association identification agent, behavior identification, 
and object refinement agent. 
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3.1 Agent Model of OOExpert 
In this research, object model creation process is viewed as a society of software agents 
that interact and negotiate with each other. We have devised six types of agents: 
requirement acquisition agent, object identification agent, attribute identification agent, 
association identification agent, behavior identification agent, and object refinement 
agent [Figure 3.1]. Each agent is an intelligent in its own field and may interact with its 
human counterpart or behave autonomously.  
z The requirements acquisition agent manages the task concerning the requirements 

acquisition from object-based formal specification (OBFS). 
z The object identification agent manages the task concerning the object 

identification. 
z The attribute identification agent manages the task concerning the identification 

of object attributes. 
z The association identification agent manages the task concerning the 

identification of associations between the identified objects 
z The behavior identification agent manages the task concerning the identification 

of object behaviors. 
z The object refinement agent manages the task concerning to refine objects and 

organize classes by using inheritance to share common structure 
 
Each agent has a local knowledge base and a reasoning engine. All agents have a 
communication engine and a documentation engine. The communication and 
documentation engines facilitate communication and navigation of each agent on the 
network environment. 
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Figure 3.1: Architecture of OOExpert Agents 

 

3.2 Agent Framework of OOExpert 

3.2.1 Issues and Guidelines for OOExpert Agent 
Framework 

There are some fundamental issues and guidelines for building a framework of 
OOExpert Agent. 
z OOExpert agents must support a relatively sophisticated event-processing 

capability. OOExpert agents will need to handle events from the outside world, 
other agents, and signal events to outside applications. Java release features a 
powerful new event-processing model called the Delegation Event Model. This 
new framework was actually driven by the requirements of JavaBeans component 
model. This model is based on event sources and event listeners. There are many 
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different classes of events with different levels of granularity. We will use the 
JavaBeans event model in our work. 

z Domain knowledge must be added to OOExpert agents using Rule-Based 
Reasoning (RBR) and Case-Based Reasoning (CBR) paradigms.  

z Learning algorithms must be added to OOExpert agents to do classification, 
clustering and prediction. 

z OOExpert agents must be supported using a KQML message protocol. In order to 
provide this functionality, we will have to go back to the drawing board, and come 
up with an agent that can handle tasks like a KQML facilitator or matchmaker. 

z OOExpert agents should be persistent. That is, once an agent is constructed, there 
must be a way to save it in file and reload its state at a later time.  

 

3.2.2 Communication Engine 

An agent is an active object with the ability to perceive, reason and act. We assume that 
an agent has explicitly represented knowledge and mechanism for operating on or 
drawing inferences on its knowledge. We also assumed that an agent has the ability to 
communicate. This ability is part perception (the receiving of messages) and part action 
(the sending of messages). Furthermore, when our agents need to talk to each other, they 
can do this in a variety of ways. They can talk directly to each other, provided they 
speak the same language. Or they can talk through an interpreter or facilitator, providing 
they know how to talk to the interpreter, and the interpreter can talk to the other agent. 
 
There is a level of basic language (the syntax and format of the messages), and there is a 
deeper level (the meaning or semantics). While the syntax is often easily understood, 
the semantics are not. For example, two English-speaking agents may get confused if 
one talks about the boot and bonnet, and the other about the hood and trunk of an 
automobile. They need to have a shared vocabulary of words and their meaning. This 
shared vocabulary is called ontology. 
 
OOExpert agents use Knowledge Query and Manipulation Language (KQML) [Finin et 
al., 1993] [Finin et al., 1994] [Labrou et al., 1997] as an agent communication 
language. The KQML provides a framework for programs and agents to exchange 
information and knowledge. KQML and also Knowledge Interchange Format (KIF) 
[Genesereth et al., 1992] came out of the DARPA Knowledge Sharing Effort (KSE). 
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Whereas KIF deals with knowledge representations, KQML focuses on message format 
and message-handling protocols between running agents. KQML defines the operations 
that agents may attempt on each other’s knowledge bases, and provide a basic 
architecture for agents to share knowledge and information through special agents 
called facilitators. Facilitators act as matchmakers or secretaries for the agents they 
service. 
 
KQML messages are called performatives. Each message is intended to implicitly 
perform some specified action. There are a large number of performatives defined in 
KQML, and most agent-based systems support only a small subset. The performatives, 
or message types, are reserved words in KQML. Using performatives, agents can ask 
other agents for information, tell other agents facts, subscribe to the services of agents, 
and offer their own services. KQML uses ontologies, explicit specifications of the 
meaning, concepts, and relationships applicable to some specific domain, to insure that 
two agents communicating in the same language can correctly interpret statements in 
that language.  
 
At the heart of KQML are more than three dozen performatives that define the allowed 
"speech acts" that agents may use, and which provide the substrate for constructing 
more complex co-ordination and negotiation strategies. These performatives are 
grouped into nine categories, as shown in Table 3.1. 
 
Category Category Category Category     Reserved Performative NamesReserved Performative NamesReserved Performative NamesReserved Performative Names    

Basic Informational Performatives tell, deny, untell, cancel 

Basic Query Performatives valuate, reply, ask-if, ask-about, ask-one, ask-all, sorry 

Multi-Response Query Performatives stream-about, stream-all 

Basic Effector Performatives achieve, unachieve 

Generator Performatives standby, ready, next, rest, discard, generator 

Capability Definition Performatives advertise 

Notification Performatives subscribe, monitor 

Networking Performatives register, unregister, forward, broadcast, pipe, break 

Facilitation Performatives broker-one, broker-all, recommend-one, recommend-all, 

recruit-one, recruit-all 

Table 3.1: KQML Performatives 
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The KQML language can be viewed as consisting of three layers, or three different 
architectural levels: the content, message and communication layers, as shown in Figure 
3.2. 

Communication Layer

Message Layer

Content Layer

 

Figure 3.2: An Abstract View of the KQML Language 

An example of a KQML message from agent AGENT-A asking about the price of a 
share of MICROSOFT stock might be encoded as: 

(ask-one 
:sender  AGENT-A 
:content  (REAL PRICE = MICROSOFT.PRICE()) 
:receiver  STOCK-SERVER 
:reply-with MICROFT-STOCK 
:language  JAVA 
:ontology  MUS) 

 
The KQML performative is ask-one; the receiver of the message is an agent named 
STOCK-SERVER. The :content parameter completely defines the content level. 
The :reply-with, :sender, and :receiver parameters specify information at the 
communication level. The performative name, the :language specification, and 
the :ontology name are part of the message level. 
 

3.2.3 Reasoning Engine and Knowledge Base 

Hierarchical Structure of Knowledge Levels 
It is believed that human experts possess a conceptual model of how the objects in the 
external world interact based on standard operating procedures. Conceptual models 
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have a hierarchical structure defined best by the Skill-Rule-Knowledge (S-R-K) levels 
[Rasmussen, 1985] concerning with routine, innovative and creative problem solving 
tasks, respectively. 
z Level 1 (Skill-Based Level): This level is deal with routine task. It denotes the 

kind of task for which problem solving knowledge and strategies are well defined. 
At this level, reasoning is governed by stored patterns of predefined rules. Such 
context specific pattern are called rules-of-thumb, that map directly from an 
observation to a ready-made solution. At this level a query of agent is accepted 
and by searching the knowledge base, proper immediate action is selected. For 
instance, in case of search agent the query comes in the form of a list of keywords, 
submitted by the customer agent. Then search agent finds related keywords and 
conducts search using the new set of keywords. 

 
z Level 2 (Rule-Based Level): This level deals with the innovative tasks when 

dealing with familiar or similar problems. It denotes the kind of task for which 
problem solving knowledge is well-defined. Rule base behavior is conventionally 
described by case bases, decision tables, diagraphs, fuzzy sets and natural 
language models. At this level a query of an agent is accepted and a case database 
is consulted to determine the action. Then a set of similar cases are searched and 
cases matching the needs of the user are retrieved. Further research is conducted 
based on the instructions recorded on the matched cases. 

 
z Level 3 (Knowledge-Based Level): This level deals with the creative tasks for 

which common pattern in stored knowledge form do not exist and reasoning 
should start from the so called first principles, starting from problem identification. 
In other words, neither problem solving knowledge nor the strategy is 
well-defined. At this level a query is accepted and the agent uses its knowledge 
base to interact with the other agent and identify the actual needs. After this 
problem identification level, the proper action is determined by consulting other 
agents. 

 
Reasoning With Rules 
Rules may contain much information beyond their simple conditional if-then 
component. Whereas the antecedent and consequent of a rule specify data sufficient for 
inferring a conclusion or performing another action, other parts of a rule serve 
additional important roles. A rule whose antecedent clauses are all true is said to be 
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triggered or ready to fire. We fire a triggered rule by asserting the consequent clause and 
adding it is a fact to our working memory. At any time, a rule base may contain several 
rules that are ready to fire. It is up to the control strategy of the inference engine to 
decide which one gets fired. 
 
Many rule-based systems benefit from hierarchical structuring, in which each rule may 
belong to one or more higher order collections. These collections, called rule- sets, 
aggregate and differentiate rules according to their function within the system. The rule 
is spoken of as a relatively independent piece or chunk of know-how. Psychologists, for 
some time, have emphasized the subjective reality of chunks. Chunks correspond to the 
elementary patterns people perceive and manipulate in thinking. They differ from 
person to person. They reflect the learned, appropriate, effective distinctions in each 
person's skill areas. A rule corresponds to a chunk of problem-solving know-how. 
 
Rules are easily manipulated by reasoning systems. Forward chaining can be used to 
produce new facts and backward chaining can deduce whether statements are true or 
not.  
Forward chaining is a data-driven reasoning process where a set of rules is used to 
derive new facts from an initial set of data. It does not use the resolution algorithm used 
in predicate logic. The forward chaining algorithm generates new data by simple and 
straightforward application or firing of the rules. Forward chaining is also used in 
real-time monitoring and diagnostic system where quick identification and response to 
problems are required. The following steps are part of the forward-chaining cycle: 

1. Load the rule base into the inference engine, and any facts from the knowledge 
base into the working memory. 

2. Add any additional initial data into the working memory. 
3. Match the rules against the data in working memory and determine which rules 

are triggered, meaning that all of their antecedent clauses are true. This set of 
triggered rules id called the conflict set. 

4. Use the conflict resolution procedure to select a single rule from the conflict set. 
5. Fire the selected rule by evaluating the consequent clause(s); either update the 

working memory if it is a fact-generating rule, or call the effectors procedure, if it 
is an action rule. This is referred to act step. 

6. Repeat step 3,4, and 5 until the conflict set is empty. 
 
Backward chaining is often called goal-directed inferencing, because a particular 
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consequence or goal clause is evaluated first, and then we go backward through the 
rules. Unlike forward chaining, which uses rules to produce new information, backward 
chaining uses rules to answer questions about whether a goal clause is true or not. 
Backward chaining is more focused than forward chaining, because it only processes 
rules that are relevant to the question. It is similar to how resolution is used in predicate 
logic. However, it is does not use contradiction. It simply traverses the rule base trying 
to prove that clauses are true in a systematic manner. The following steps are part of the 
forward-chaining cycle: 

1. Load the rule base into the inference engine, and any facts from the knowledge 
base into the working memory. 

2. Add any additional initial data into the working memory. 
3. Specify a goal variable for the inference engine to find. 
4. Find the set of rules, which refer to the goal variable in a consequent clause. That 

is, find all rules which set the value of the goal variable when they fire. Put each 
rule on the goal stack. 

5. If the goal stack is empty, halt. 
6. Take the top rule off the goal stack. 
7. Try to prove the rule is true by testing all antecedent clauses to see if they are true. 

 
Integrating RBR and CBR paradigms for OOExpert Agents 
The recent evolution of hybrid architectures for knowledge-based systems has resulted 
in several approaches that combine rule-base reasoning (RBR) with case-based 
reasoning (CBR) techniques to engender performance improvements over more 
traditional one-representation architectures. 
 
CBR is used in learning and problem-solving systems to solve new problems by 
recalling and reusing specific knowledge obtained from past experience. RBR systems 
learn general domain-specific knowledge from a set of training data and represent the 
knowledge in comprehensible form as if-then rules. Due to their complementary 
properties, CBR and RBR techniques have been combined in some systems to solve 
problems to which single technique fails to provide a satisfactory solution. 
 
We also use RBR and CBR integration approach for OOExpert agents’ reasoning engine. 
RBR paradigm is used to eliminate spurious objects and propose relevant objects. In the 
RBR, the system will discard unnecessary and incorrect objects. Furthermore, CBR is 
used to propose relevant objects according to the human expert solution and problem 
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domain relation. For this reason, we set two kinds of case indexed in case-base, there 
are: Human Expert Solution and Problem Domain Relation.  
 

3.3 Design of OOExpert Agents 

According to each task of object model creation process, that is proposed in the 
previous chapter, we have devised six types of agents: requirement acquisition agent, 
object identification agent, attribute identification agent, association identification agent, 
behavior identification agent, and object refinement agent. This is expressed on a design 
picture bellow. 
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Figure 3.3: Object Identification Agent 
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Figure 3.4: Attribute Identification Agent 
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Association Identification Agent
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Figure 3.5: Association Identification Agent 
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Behavior Identification Agent
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Figure 3.6: Behavior Identification Agent 
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Figure 3.7: Object Refinement Agent 
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In this chapter, we focus on how the problems on object model creation process 
introduced, formalized, and designed in the previous section can be implemented to be a 
software system. It starts with an explanation about why Java is used as programming 
language to implement OOExpert agents. However, There are specific features of Java, 
which support intelligent agent paradigm: autonomy, intelligence and mobility. How the 
OOExpert agents work is also presented at the end of this chapter. 
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4.1 Implementing OOExpert Agents Using 

Java 

4.1.1 The Main Reasons to Deal with Java 

Java is an object-oriented programming language developed by Sun Microsystems. It 
was originally designed for programming real-time embedded software for customer 
electronics, particularly set-top boxes to interface between cable, provider, broadcasters, 
and televisions or television like appliances. Six main reasons to deal with Java 
programming language can be identified. 
 
(a)  Java Supports Intelligent Agent Application 
There are specific features of Java, which support intelligent agent paradigm: [Bigus et 
al., 1997] 
z Autonomy: For software program to be autonomous, it must be a separate 

process of thread. Java applications are separate processes and as such can be long 
running and autonomous. Java applications can communicate with other programs 
using sockets. In an application, an agent can be a separate thread of control. Java 
supports threaded applications and provide support for autonomy using both using 
both techniques. In the Introduction chapter, we described intelligent agents as 
autonomous programs or process. As such they are always waiting, ready to 
respond to a user request or a change in the environment. One question that comes 
to mind is “How does the agent know when something changes?” As with many 
others, the agent is informed by sending it an event. From an object-oriented 
design perspective, an event is nothing more than a method call or message, with 
information passed along on the method call, which defines what happened or 
what action we want the agent to perform, as well as data required to process the 
event. 

 
z Intelligence: The intelligent in intelligent agents can range from hard coded 

procedural or object-oriented logic to sophisticated reasoning and learning 
capabilities. While Prolog and Lisp are the two languages usually associated with 
artificial intelligence programming, in recent years, much of the commercial AI 
work has been coded in C and C++. As a general purpose, object-oriented 
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programming language, Java provides all of the base function needed to support 
these behaviors. There are two major aspects to AI applications, knowledge 
representation and algorithms, which manipulate those representations. All 
knowledge representations are based on the use of slots or attributes, which hold 
information regarding some entity, and links or references or other entities. Java 
objects can be used to encode this data and behavior as well as the relationships 
between objects. Standard AI knowledge representation such as frames, semantic 
nets, and if-the rules can be easily and naturally implemented using Java. 

 
z Mobility: There are several different aspects to mobility in the context of 

intelligent agents and intelligent applications. Java’s portable bytecodes and JAR 
files allow groups of compiled Java classes to be sent over a network and then 
executed on the target machine. One of the prime requirements for mobile 
programs is the ability to save the state of the running process, ship it off, and 
then resume where the process left off, only now it is running on different system. 
Computer science researchers have explored this topic in great detail in relation to 
load balancing on distributed computer systems such as networks of workstations. 
Having homogeneous machines was a crucial part of making this work. Once 
again, the Java Virtual Machine (JVM) comes to rescue. By providing a standard 
computing environment for a Java process to run in, the JVM provides a 
homogenous virtual machine that allows java agents to move between 
heterogeneous hardware systems without losing a beat. 

 
(b)  Simple, Object Oriented, and Familiar 
Primary characteristics of Java include a simple language that can be programmed 
without extensive programmer training while being attuned to current software practices. 
The fundamental concepts of Java are grasped quickly; programmers can be productive 
from the very beginning. Java is designed to be object oriented from the ground up. 
Object technology has finally found its way into the programming mainstream after a 
gestation period of thirty years. The needs of distributed, client-server based systems 
coincide with the encapsulated, message-passing paradigms of object-based software. 
To function within increasingly complex, network-based environments, programming 
systems must adopt object-oriented concepts. Java provides a clean and efficient 
object-based development platform. Programmers using Java can access existing 
libraries of tested objects that provide functionality ranging from basic data types 
through I/O and network interfaces to graphical user interface toolkits. These libraries 
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can be extended to provide new behavior. Even though C++ was rejected as an 
implementation language, keeping Java looking like C++ as far as possible results in 
Java being a familiar language, while removing the unnecessary complexities of C++. 
 
(c)  Robust and Secure 
Java is designed for creating highly reliable software. It provides extensive 
compile-time checking, followed by a second level of run-time checking. Language 
features guide programmers towards reliable programming habits. The memory 
management model is extremely simple: objects are created with a new operator. There 
are no explicit programmer-defined pointer data types, no pointer arithmetic, and 
automatic garbage collection. This simple memory management model eliminates entire 
classes of programming errors that bedevil C and C++ programmers. Java is designed to 
operate in distributed environments, which means that security is of paramount 
importance. With security features designed into the language and run-time system, Java 
lets us construct applications that can't be invaded from outside. In the network 
environment, applications written in Java are secure from intrusion by unauthorized 
code attempting to get behind the scenes and create viruses or invade file systems.  
 
(d)  Architecture Neutral and Portable 
Java is designed to support applications that will be deployed into heterogeneous 
network environments. In such environments, applications must be capable of executing 
on a variety of hardware architectures. Within this variety of hardware platforms, 
applications must execute atop a variety of operating systems and interoperate with 
multiple programming language interfaces. To accommodate the diversity of operating 
environments, the Java compiler generates bytecodes, an architecture neutral 
intermediate format designed to transport code efficiently to multiple hardware and 
software platforms. The interpreted nature of Java solves both the binary distribution 
problem and the version problem; the same Java language byte codes will run on any 
platform. Architecture neutrality is just one part of a truly portable system. Java takes 
portability a stage further by being strict in its definition of the basic language. 
 
(e)  High Performance 
Performance is always a consideration. Java achieves superior performance by adopting 
a scheme by which the interpreter can run at full speed without needing to check the 
run-time environment. The automatic garbage collector runs as a low-priority 
background thread, ensuring a high probability that memory is available when required, 
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leading to better performance. Applications requiring large amounts of compute power 
can be designed such that compute-intensive sections can be rewritten in native machine 
code as required and interfaced with the Java platform. In general, users perceive that 
interactive applications respond quickly even though they're interpreted. 
 
(f)  Interpreted, Threaded, and Dynamic 
The Java interpreter can execute Java bytecodes directly on any machine to which the 
interpreter and run-time system have been ported. In an interpreted platform such as 
Java system, the link phase of a program is simple, incremental, and lightweight. You 
benefit from much faster development cycles--prototyping, experimentation, and rapid 
development are the normal case, versus the traditional heavyweight compile, link, and 
test cycles. Modern network-based applications typically need to do several things at the 
same time. Java's multithreading capability provides the means to build applications 
with many concurrent threads of activity. Multithreading thus results in a high degree of 
interactivity for the end user. Java supports multithreading at the language level with the 
addition of sophisticated synchronization primitives: the language library provides the 
Thread class, and the run-time system provides monitor and condition lock primitives. 

4.1.2 Implementing Reasoning Engine Using Java 

Figure 4.1 shows the strategy to implement rule-based reasoning using object-oriented 
programming. This implementation includes a Rule class, a Variable class, a 
RuleVariable class, a RuleBase class, a Clause class, a Fact class, and also a Sensor 
class and an Effector class to inference the rule functionalities. 
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Figure 4.1: The Object Model of Rule-Based Reasoning 

 
Rule Class: The Rule class is used to define a single rule and also contains methods that 
support the inferencing process. Each Rule class has a name data member, a reference to 
the owning RuleBase object, an array of antecedent clauses and a single consequent 
clause. 
 
Variable Class: We define a base class for variables, which support the function we 
need for rule processing and for learning in the next chapter. The Variable class has a 
name member to identify the variable, and a string value member. 
 
RuleVariable Class: For rule processing, we subclass our Variable class and add some 
rule-specific behavior. It provides the support necessary for variables used in 
inferencing. The constructor takes the name of the variable as the only parameter. 
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RuleVariable class inherit the discrete symbolic behavior of the base Variable class 
 
RuleBase Class: The RuleBase class defines a set of RuleVariable and Rule class, along 
with the high level methods for forward and backward chaining. The RuleBase has a 
name, a variable list, which contains all of the RuleVariable class referenced by the Rule 
class, and the rule list, which contains all of the Rule class. 
 
Clause Class: Clause class is used both in the antecedent and consequent part of a Rule 
class. A Clause class is usually made up of a RuleVariable class on the left-hand side, a 
condition, which tests equality, greater than, or less than, and the right-hand side, which 
in our implementation is a string value. 
 
Fact Class: To support facts, we add a new class called Fact whose constructor takes a 
single clause as a parameter. A fact can be an assignment of a value to a RuleVariable 
class, a sensor call, or an effector call. The Facts are defined as part of the Rulebase 
class with the other rule. 
 
Sensor and Effector Class: Sensor and Effecor class is an instance of Clause class. The 
Sensor class makes a call to a sensor method and registers it with the RuleBase class. At 
runtime the RuleBase looks up the sensor name and calls the method on the registered 
sensor object. A similar technique is used for the Effector class. 
 

4.1.3 Implementing Communication Engine Using Java 

OOExpert agents must communicate with other agents in order to work flexibly and 
autonomously. We have considered building Java-based, KQML messaging and socket 
pipe communicating agents that communicate over the network environment. A socket 
is one endpoint of a two-way communication link between two programs running on the 
network. A socket is bound to a port number so that the TCP layer can identify the 
application that data is destined to be sent. The communication engine is mainly 
responsible for maintaining connection to the network, communicating with other 
agents and managing messages. 
 
The following KQMLMessage class is used as the argument object in the related 
communication engine classes. It is basically a collection of data that corresponds to the 
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major slots of a KQML message. 
 

import java.io.*;
import java.util.*;
import java.lang.*;

public class KQMLMessage{

  String performative, content, inReplyTo, language ;
  String ontology, receiver, replyWith, sender ;

  KQMLMessage(String Performative, String Content, String InReplyTo, String Language,
          String Ontology, String Receiver, String ReplyWith, String Sender){

    performative = Performative ;
    content = Content ;
    inReplyTo = InReplyTo ;
    language = Language ;
    ontology = Ontology ;
    receiver = Receiver ;
    replyWith = ReplyWith ;
    sender = Sender ;
  }

  KQMLMessage(String Performative, String Content, String InReplyTo,
          String Receiver, String ReplyWith, String Sender){

    performative = Performative ;
    content = Content ;
    inReplyTo = InReplyTo ;
    receiver = Receiver ;
    replyWith = ReplyWith ;
    sender = Sender ;
  }

  KQMLMessage(String Performative, String Content,
          String Receiver, String Sender){

    performative = Performative ;
    content = Content ;
    receiver = Receiver ;
    sender = Sender ;
  }

  public void display() {
    System.out.println(     "Performative: " + performative + "\n" +

  "Content: " + content + "\n" +
  "InReplyTo: " + inReplyTo + "\n" +
  "Language: " + language + "\n" +
  "Ontology: " + ontology + "\n" +
  "Receiver: " + receiver + "\n" +
  "ReplyWith: " + replyWith + "\n" +
  "Sender: " + sender + "\n");

  }

  public void displaySimple() {
    System.out.println(      "Performative: " + performative + "\n" +

   "Content: " + content + "\n" +
   "Receiver: " + receiver + "\n" +
   "Sender: " + sender + "\n");

  }
}
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4.2 How the OOExpert Works 

4.2.1 Getting Started with OOExpert 

When we start to run OOExpert agents, for example Requirement Acquisition Agent, it 
will display a user interface window as shown in Figure 4.2. The user interface window 
contains a standard toolbar, the viewer for OBFS tree and directories tree, and a control 
window. Requirements Acquisition Agent displays Object Based Formal Specification 
(OBFS) menu in the control window, including Description Statements, Collaborative 
Statements, Attributive Statements, Behavioral Statements and Inheritance Statements. 
The user writes requirements in this place based on OBFS standard. Especially for other 
OOExpert agents, the reasoning processes of agents are displayed in this control 
window. 
 

 
Figure 4.2: Requirements Acquisition Agent in Action 
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4.2.2 Working with OOExpert 

As already described completely in the previous chapter, OOExpert agents is viewed as 
a society of software agents that interact and negotiate with each other. We have devised 
six types of agents: requirement acquisition agent, object identification agent, attribute 
identification agent, association identification agent, behavior identification agent, and 
object refinement agent. Running all of the OOExpert agents are however, the first step 
toward working with OOExpert.  

 

 
Figure 4.3: Running the Requirements Acquisition Agent 
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We present an example of the using of the OOExpert by create object model for 
Automatic Teller Machine (ATM) Network System. The OOExpert’s running 
procedures can be divided into six distinguished steps as following: 
 
STEP 1: Requirement Acquisition Process (Requirement Acquisition 
Agent) 
 
The requirements acquisition agent manages the task concerning the requirements 
acquisition from object-based formal specification (OBFS). 
 
z The user has to specify Description Statements (DS) about system, which he wants 

to build (Figure 4.4). 

 

Figure 4.4: Writing the Description Statements 
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z The user has to specify Collaborative Statements (CS) about system, which he 
wants to build (Figure 4.5). 

 

Figure 4.5: Writing the Collaborative Statements 

 
z The user has to specify Attributive Statements (AS) about system, which he wants 

to build (Figure 4.6). 

 

Figure 4.6: Writing the Attributive Statements 
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z The user has to specify Behavioral Statements (BS) about system, which he wants 
to build (Figure 4.7). 

 

Figure 4.7: Writing the Behavioral Statements 

 
z The user has to specify Inheritance Statements (IS) about system, which he wants 

to build (Figure 4.8). 

 
Figure 4.8: Writing the Inheritance Statements 
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STEP 2: Object Identification Process (Object Identification Agent) 
 
The object identification agent manages the task concerning the object identification. 

 

 
Figure 4.9: Object Identification Process 
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STEP 3: Association Identification Process (Association Identification 
Agent) 
 
The association identification agent manages the task concerning the identification of 
associations between the identified objects. 
 

 
Figure 4.10: Association Identification Process 
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STEP 4: Attribute Identification Process (Attribute Identification 
Agent) 
 
The attribute identification agent manages the task concerning the identification of 
object attributes. 
 

 
Figure 4.11: Attribute Identification Process 
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STEP 5: Behavior Identification Process (Behavior Identification 
Agent) 
 
The behavior identification agent manages the task concerning the identification of 
object behaviors. 
 

 

Figure 4.12: Behavior Identification Process 
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STEP 6: Object Refinement Process (Object Refinement Agent) 
 
The object refinement agent manages the task concerning to refine objects and organize 
classes by using inheritance to share common structure. 
 

 
Figure 4.13: Object Identification Process 
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4.2.3 Summary of How the OOExpert Works 

 

Requirements
Specification

Class Model

* Socket Connection
* Send object
   identification request

* Socket Connection
* Send association
   identification request

* Socket Connection
* Send attribute
   identification request

* Socket Connection
* Send behavior
   identification request

* Socket Connection
* Send object
   refinement request

Requirements Acquistion
Agent

Object Identification
Agent

Association Identification
Agent

Attriobute Identification
Agent

Behavior Identification
Agent

Object Refinement
Agent

 

Figure 4.14: Summary of How the OOExpert Works 
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CChhaapptteerr  55    

CCoonncclluussiioonn  
 
 
 
 
 
 
At this point we have described and addressed the problem of object model creation 
process in object-oriented analysis and design. Furthermore, We have defined and 
formalized our approach to overcome above problems. We also have designed and 
implemented our idea to be a software system, that we called it OOExpert. The final 
step will be to summarize the argument presented in this thesis and reflect on it. 
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5.1 System Evaluation and Future Directions 

In compare with the other object-oriented CASE (Computer Aided Software 
Engineering) systems, our system has the potential of handling and solving problems on 
object model creation process in object-oriented analysis and design. However, 
object-oriented CASE systems which exist now, like Rational Rose (www.rational.com), 
Together (www.togethersoft.com), Object Domain (www.objectdomain.com), etc. have 
concentrated on the problem solving of the object modeling notation and 
forward/engineering engineering too much, but the problem on the previous phase, that 
is an object model creation process phase, has not been solved yet. Our works 
concentrate on how we can handle and solve the problems on object model creation 
process in object-oriented analysis and design. 
 
The contribution of this thesis has been a proposal for solving problems described in the 
chapter 2. Much more work is required to develop satisfied OOExpert agents according 
to the computational model proposed in this thesis. In particular, the following 
limitations need to be addressed: 
z Autonomous rule acquisition and its administration 
z Learning capabilities for capturing the solution of human designer 
z Friendly user interface for negotiating and determining the best object-oriented 

design between designer and OOExpert 
z Forward and reverse engineering for coding 

 
The proposal for future works are derived from the limitations of the work presented 
above and is based on addressing some of the additional issues identified in this thesis. 
In particular, the future works are categorized into extensions to the: 
z Knowledge management in the OOExpert agents 
z Implementation strategy for indexing two kinds of case-base: Human Expert 

Solution (HES) and Problem Domain Relation (PDR) 
z Negotiation and coordination strategy among OOExpert agents 
z The functionalities for doing forward and reverse engineering 
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5.2 Summary and Conclusion 

The challenges of object-oriented analysis and design are, to identify the objects and 
their attributes needed to implement the software, describe the associations between the 
identified objects, define the behavior of the objects by describing the function 
implementations of each object, and refine objects and organize classes by using 
inheritance to share common structure [Beringer, 1997] [Booch, 1991] [Holland et al., 
1996] [Liang et al., 1998]. The object identification and refinement process are very 
important process in object-oriented analysis and design, and we called this process by 
object model creation process. Researchers and software designers come to a conclusion 
that object model creation process is an ill-defined task, regarding of the difficulties of 
heuristic [Holland et al., 1996] [Kato, 1998] and there is no unified methodology for 
object-oriented software analysis and design. This is mainly due to lack of formalism 
for object-oriented software analysis and design. 
 
In our project, we are developing an intelligent agents system that aims to help 
designers while designing object-oriented software by automating the difficulties and 
ill-defined tasks in the object model creation process, including identification of objects, 
associations, attributes, behaviors, and organization of objects with inheritance. First of 
all, we propose formal models of the object model creation process. And then we 
formulate design patterns and rules for solving above problems, and store them in the 
agent’s knowledge bases. 
 
A summary of this thesis follows: 
In chapter 1, we give a brief introduction and overview to the two major topics covered 
in this thesis: object-oriented analysis and design, and intelligent agents. It starts with a 
short introduction of the object-oriented paradigm, as frameworks rely heavily on its 
mechanisms such as object, class, inheritance, polymorphism and so on. And then, we 
will take a look at object-oriented analysis and design, and its problem that motivate us 
to do research on this topic. We present the key attributes of intelligent agents such as 
autonomy, mobility, and intelligence, and also provide the benefits and taxonomy of 
various intelligent agents technology. The research motivations and objectives are also 
presented at the end of this chapter. 
 
In chapter 2, we focus on object model creation process and why it has the capacity to 
play a key role in object-oriented analysis and design. However, building software 
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engineering tools, and defining repository requires quantitative approach, because 
everything must be clear and unambiguous. One way to ensure clarity of ideas is 
through mathematical formalism. This chapter is an initial attempt to produce such 
formalism for object model creation process used to represent the result of our works. It 
presents a basic ontology for expressing our concepts and their relationships using set of 
theory and functions. In this chapter, we explain our concepts, idea and approach toward 
well-defined object model creation process and its computational model. 
 
In chapter 3, we focus on how the problems on object model creation process 
introduced and formalized in the previous section can be designed to be a software 
system. In our research, object model creation process is viewed as a society of software 
agents that interact and negotiate with each other. We also construct the OOExpert agent 
framework so that inter-agent communication can be supported as well as the mobility 
of our agents across network. Finally, we explain system design and architecture of each 
OOExpert agent, including requirements acquisition agent, object identification agent, 
attribute identification agent, association identification agent, behavior identification, 
and object refinement agent. 
 
In chapter 4, we focus on how the problems on object model creation process 
introduced, formalized, and designed in the previous section can be implemented to be a 
software system. It starts with an explanation about why Java is used as programming 
language to implement OOExpert agents. However, There are specific features of Java, 
which support intelligent agent paradigm: autonomy, intelligence and mobility. How the 
OOExpert agents work is also presented at the end of this chapter. 
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GGlloossssaarryy  
 
 
 
 
 
Attributive Statements Attributive statement (AS) is a requirement 

statement used to identify object attributes, 
which consists of subject (S), verb (V), and 
object (O) as well as the English (E) natural 
language. 

 
Behavioral Statements Behavioral Statement (BS) is a requirement 

statement used to identify object behaviors, 
which consists of subject (S), verb (V), and 
object (O) as well as the English (E) natural 
language. 

 
Class A class is a blueprint or prototype that 

defines the variables and methods common 
to all objects of a certain kind. 

 
Collaborative Statements Collaborative Statement (CS) is a 

requirement statement used to identify 
objects, and association between objects, 
which consists of subject (S), verb (V), and 
object (O) as well as the English (E) natural 
language. 
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Encapsulation Encapsulation is the concept of the 

localization of knowledge within a module. 
Because objects encapsulate data and 
implementation, the user of an object can 
view the object as a black box that provides 
services. Instance variables and methods can 
be added, deleted, or changed, but as long as 
the services provided by the object remain 
the same, code that uses the object can 
continue to use it without being rewritten. 

 
Description Statements Description Statement (DS) is a requirement 

statement used to write an overview of the 
system that we want to build, which consists 
of Requirement ID, Requirement Name, 
Language, and Description. 

 
Generalization and Specialization Generalization and Specialization are 

relationships between concepts. Any type of 
A, each of whose objects is also an instance 
of a given type B, is called a specialization 
(or subtype) of B and is written as BA ⊂ . 
B is also called the generalization (or 
supertype) of A. 

 
Inheritance Inheritance is a mechanism for sharing 

attributes and behaviors among classes 
based on a hierarchical relationship. 

 
Inheritance Statements Inheritance Statement (IS) is a requirement 

statement used to organize classes by using 
inheritance, and to share common object 
attributes and behaviors, which consists of 
subject (S), verb (V), and object (O) as well 
as the English (E) natural language. 
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Object Object is the principal building blocks of 
object-oriented programs. Each object is a 
programming unit consisting of attribute 
(instance variables) and behavior (instance 
methods). An object is a software bundle of 
variables and related methods. 

 
Object-Based Formal Specification Object-Based Formal Specification (OBFS) 

is a semi-formal requirements template used 
to reveal ambiguity, incompleteness, and 
inconsistency in an object-oriented software 
system, and to guide end users take an 
active role while describing their problem 
statements. OBFS is composed of 
Description Statements (DS), Collaborative 
Statements (CS), Attributive Statements 
(AS), Behavioral Statements (BS), and 
Inheritance Statements (IS). 

 
Object Model Creation Process Object model creation process is a main 

process of object-oriented analysis and 
design process, which starts with 
identification of objects, behaviors, 
attributes, and associations from 
requirements, and ends with object 
refinement with inheritance process. 

 
Object-Oriented Analysis and Design Object-Oriented Analysis and Design 

(OOAD) is a way of thinking about 
problems using models organized around 
real-world concepts. 

 
Polymorphism Polymorphism means that the same 

behavior may behave differently on different 
classes. 
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