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Abstract

Context: Quality assurance effort, especially testing effort, is often a major cost factor during software development, which sometimes consumes more than 50% of the overall development effort. Consequently, one major goal is often to reduce testing effort.

Objective: The main goal of the systematic mapping study is the identification of existing approaches that are able to reduce testing effort. Therefore, an overview should be presented both for researchers and practitioners in order to identify, on the one hand, future research directions and, on the other hand, potential for improvements in practical environments.

Method: Two researchers performed a systematic mapping study, focusing on four databases with an initial result set of 4020 articles.

Results: In total, we selected and categorized 144 articles. Five different areas were identified that exploit different ways to reduce testing effort: approaches that predict defect-prone parts or defect content, automation, test input reduction approaches, quality assurance techniques applied before testing, and test strategy approaches.

Conclusion: The results reflect an increased interest in this topic in recent years. A lot of different approaches have been developed, refined, and evaluated in different environments. The highest attention was found with respect to automation and prediction approaches. In addition, some input reduction approaches were found. However, in terms of combining early quality assurance activities with testing to reduce test effort, only a small number of approaches were found. Due to the continuous challenge of reducing test effort, future research in this area is expected.

1. Introduction

High-quality software is of crucial importance today. However, ensuring high-quality software is often costly. Several studies have shown that one major cost factor is inadequate quality assurance, especially inadequate testing. Late fault and failure detection normally leads to huge correction and maintenance costs. Quality assurance efforts, especially testing efforts, often consume more than 50% of the overall development efforts [121,136]. Reducing test effort by accepting quality reductions is often not acceptable. Therefore, an open problem is how to reduce test effort without forgoing the quality level of the final software. Unfortunately, an overview of existing approaches is missing and little guidance is available regarding the selection of appropriate approaches.

The main objective of this systematic mapping study is the identification of existing approaches to testing effort reduction. The results of this study are expected to support practitioners by identifying options with respect to improving their quality assurance strategies. Researchers might benefit by getting an overview of current approaches and indications of existing evidence regarding their use, as well as by identifying research gaps and future research directions.

Several existing systematic mapping studies and systematic literature reviews focusing on related topics already exist. Kitchenham et al. [156] and Da Silva et al. [155] identified and summarized a large number of software engineering literature surveys. Based on their results, the following surveys can be seen as closely related to the mapping study presented in this article: Juristo et al. [157] and Runeson et al. [158] surveyed and analyzed existing literature on quality assurance techniques and the empirical knowledge gathered with such techniques. In particular, testing and inspection techniques were analyzed. However, effort reduction was not particularly considered. Zakaria et al. [159] performed a study surveying and analyzing literature on unit test techniques for BPEL. Several research questions were addressed, such as the applicability of testing techniques in a web service environment, empirical evidence, and efficiency aspects. The focus in that study...
is not explicitly on effort reductions. More literature surveys exist that focus on specific aspects such as fault prediction models [160] or test automation [161]. Those studies cover a large number of existing publications. Therefore, they present an appropriate overview of the relevant literature regarding the specific topics. These surveys are expected to be helpful for identifying the relevant literature on the specific topic and can be seen as additional sources of information. However, a broader overview of approaches that allows for test effort reduction is missing.

We analyzed more than 4020 research articles in our systematic mapping study. In the end, 144 articles were selected and used for classifying existing approaches. We identified five different areas that exploit different ways to reduce testing effort: approaches that predict defect-prone parts or defect content, automation, test input reduction approaches, quality assurance techniques applied before testing, and test strategy approaches. About three fourths of the articles present evaluation results, but details about the context are often missing. Furthermore, results are often preliminary, unspecific, or even contradictory.

This paper is organized as follows: Section 2 provides the method used to perform this mapping study. Furthermore, it describes the research questions, the search string used, and seven phases applied for choosing articles. In Section 3, the main results of this mapping study are presented and threats to validity are outlined. A discussion and implications are given in Section 4. Section 5 presents the final conclusions that could be drawn from this mapping study together with future work.

2. Research methodology

The objective of this systematic mapping study is to give an overview of the state of the art regarding existing approaches that are able to reduce the effort when applying testing techniques. A second goal is to identify gaps and future research topics. We performed this systematic mapping study according to Petersen et al. [110], and enhanced our procedure by some concepts used in a systematic literature review [75] (e.g., using a protocol). In the first step, the research questions were defined. Next, we selected suitable reference databases and identified appropriate search strings. The articles found were excluded or included in order to obtain a final result set based on the defined inclusion and exclusion criteria. Finally, the relevant data was extracted and synthesized for the presentation of the main findings.

2.1. Research questions

The overall objective of the systematic mapping study is to identify approaches that are able to reduce testing effort. Reducing effort when applying testing techniques is one way of improving the efficiency of testing. Efficiency can be defined as the number of defects found within a certain time interval, e.g., the number of defects found per hour. Consequently, improving efficiency means finding at least the same number of defects within less time in the scope of this mapping study. The overall goal is divided into four detailed research questions:

RQ1. What are existing approaches for reducing effort when applying testing techniques, and how can they be classified?
RQ2. Which concrete techniques exist to reduce testing effort?
RQ3. How many existing optimization approaches had been evaluated and how had they been evaluated?
RQ4. When were existing optimization approaches published and which publication channels were used?

2.2. Study search strategy

Identifying the selection strategy is the first step towards a successful identification of primary studies. The goal of this step of the systematic mapping study is to ensure that the selected articles are complete to the extent possible. It contains two steps: (i) selection of the reference databases and identification of the search strings and (ii) inclusion or exclusion of articles based on the defined inclusion and exclusion criteria. The systematic mapping study was performed by two researchers. Both of them are mainly working in the area of software inspections and software testing.

2.2.1. Source selection and search string

During a systematic mapping study, reference databases are searched with appropriate search strings. The result is a set of articles. These articles are primarily used for answering the research questions. For this reason, a precise determination of the relevant reference databases and the appropriate search strings is necessary. The decision was made to use the following four reference databases:

- Inspec.
- Compendex.
- IEEE Xplore.
- ACM Digital Library.

The main reason for choosing these libraries was that they constitute some of the most relevant sources in software engineering. Inspec and Compendex are comprehensive databases containing millions of publications, especially in the engineering and computer science domain. Moreover, these two databases are accessed by using the Engineering Village interface, which is considered user-friendly and provides advanced search features. IEEE Xplore and the ACM Digital Library are not covered by the first two online libraries. Therefore, they were used in addition to complete the final result set.

The search string was formulated as follows: First, the main search keywords were defined based on our previously defined research questions. We considered terms such as quality assurance, effort, and reduction. Next, a set of relevant synonyms for the main search keywords was identified (e.g., supported by the IEEE Standard Glossary of Software Engineering Terminology [138]). In the last step, the entire search string was generated. The main keywords were connected with the chosen synonyms using the logical operators AND and OR. The search string used for selecting articles from the databases is shown in Fig. 1.

The entire search string was used to search in the reference databases Compendex and Inspec. The database fields title, abstract, and keywords were considered. The entire search string could not be applied in IEEE Xplore and the ACM Digital Library due to its length (e.g., IEEE Xplore only allows five wildcards [80]). Instead, a simplified search string was used. The search string

\[ (*quality\ assurance* or verification or testing or test or inspection or review) AND software AND (effort or test* time or time of test* or cost of test* or test* cost) AND (reduc* or minimi* or decreas* or prioriti* or focus or select* or allocation) \]

Fig. 1. Search string.
included the main keywords such as quality assurance, testing effort, time reduction, and cost reduction.

2.2.2. Study selection based on inclusion and exclusion criteria

We formulated a set of suitable inclusion and exclusion criteria for selecting relevant articles. If a certain article discussed the defined overall research question, it was included in the set of selected articles. Otherwise, if a certain article complied with the exclusion criteria, it was discarded. In cases where one team member was not sure whether to include or exclude an article, both researchers discussed the article in a meeting and a decision was made together.

The following inclusion criteria were applied: We included articles that discussed different test optimization techniques and approaches that could help to reduce the testing effort. Test optimization can be supported by combinatorial software testing approaches that could help to reduce the testing effort. Test cases that discussed different test optimization techniques and approaches together.

The following inclusion criteria were applied: We included articles that discussed different test optimization techniques and approaches that could help to reduce the testing effort. Test optimization can be supported by combinatorial software testing approaches.

2.2.2.2. Phase 0. The search string (see Fig. 1) was used to search in the two databases Inspec and Compendex. We found 4020 articles in total. In order to manage such a large number of articles, we used the open source reference tool Zotero [135]. This tool allows adding notes, tags, and attachments to each article. The 4020 found articles were imported into Zotero and sorted by titles. After manual elimination of duplicates, 3150 articles remained.

2.2.2.2. Phase 1. Prior to the inclusion and exclusion of articles based on the titles, the common understanding of the two team members regarding the selection of articles was measured. For this purpose, the Cohen's Kappa value for measuring agreement between two members was calculated. Each researcher independently assessed 110 articles. We rated most of the articles equally (91 articles). Nineteen articles were rated differently. The inclusion or exclusion of these articles was discussed afterwards. The resulting Cohen's Kappa value was $K = 0.71$. This result shows that the two team members exhibited a substantial degree of agreement between them. Based on this rating, some exclusion and inclusion criteria were clarified again.

2.2.2.3. Phase 2. Next, we conducted the inclusion based on titles. In order to reduce study selection effort, the 3150 articles were divided into two groups. Each team member had to independently check one set of articles and decide whether the articles should be included or excluded based on the titles. Included articles, excluded articles, and articles classified as ‘not sure’ were recorded in a protocol. If a team member was not sure whether to include or exclude an article, the article was discussed later in a meeting with the other team member and a decision was made. At first, 273 articles were included, 2780 articles were excluded, and 97 articles were classified as not sure. The main exclusion criteria were complete proceedings (as those do not provide articles directly, but only the title of a conference and sometimes a general introduction), articles from different domains and areas (e.g., focusing on hardware testing), and articles that do not consider any improvement (e.g., focusing only on allocation of effort). In a later meeting, the two team members discussed the 97 articles which were classified as not sure. Of the 97 articles, 29 articles were included and 68 articles were excluded in the end. The main result of this phase is that a total of 302 relevant articles were identified based on titles.

2.2.2.4. Phase 3. In this phase, the abstracts of 302 articles were read. Similarly as before, the articles were divided into two sets, one for each team member. The researchers independently read the abstracts of the appropriate articles and again classified the articles as ‘include’, ‘exclude’, or ‘not sure’. Before the independent selection was done, 20 abstracts were read by both researchers and the consistency with the decisions was checked. Based on those abstracts, the decision was changed for only three papers. 167 were included, 100 were excluded, and 35 articles were classified as ‘not sure’. At the next meeting, the two team members decided that nine articles from the latter group should be included in the study. Consequently, the number of relevant articles was 176 after this phase. The main exclusion criteria in this phase were again articles from different domains as well as articles that do not consider any improvement, but describe only a certain test technique.

2.2.2.5. Phase 4. In the next step of the study selection, we decided whether to include or exclude a certain article based on the full text of the article. The relevant articles were also divided into two sets as in the previous phases. They were checked independently and finalized in a meeting. Before the independent selection was done, 20 full texts were read by both researchers and the consistency with the decisions was checked again. Based on those articles, the decision was changed for only one paper. In total, 176 articles were investigated, of which 121 were included and 55 were excluded. The main exclusion criteria were articles that compare different testing techniques with another focus (e.g., the user friendliness of various testing techniques) or describe a single testing technique without focusing on effort improvements.

While carrying out the study selection based on the articles found by Inspec and Compendex, we identified 121 articles that were relevant. In the next step, the databases IEEE Xplore and ACM Digital Library had to be searched to ensure that we did not miss any relevant article.

2.2.2.6. Phase 5. It was not possible to apply the original search string in IEEE Xplore and the ACM Digital Library since these databases have a simplified search user interface. For this reason, the search string was simplified. The new search string included only the main keywords, e.g., quality assurance, testing, reduction, test effort, and software. The databases IEEE Xplore and ACM Digital Library were searched with the new search string. The study selection was carried out in the same manner as described above for Inspec and Compendex. While performing the study selection, we found seven relevant articles in addition, which were not included in the study selection from Inspec and Compendex. It should be mentioned that the most relevant articles from IEEE Xplore and ACM Digital Library had already been found in Inspec...
and Compendex. Thus, the main work was done while carrying out the study selection from these databases.

Finally, 121 relevant articles were selected from the databases Inspec and Compendex and seven articles from the databases IEEE Xplore and ACM Digital Library.

2.2.2.7. Phase 6. As the analysis and the dissemination of the results needed some time, we decided to scan again for articles that were published in 2010 after the initial search (see phases 0–5). Based on the experience made with Compendex and Inspec and the fact that about 90% of the articles were considered as irrelevant, we focused only on IEEE Xplore and ACM Digital Library in this phase. Those databases cover a suitable number of publications, and we had already found many of the selected articles using the other two databases before. This phase was only conducted by one of the two researchers since the other one was unavailable. Sixteen new articles were found.

In total, 144 relevant articles were found. Fig. 2 presents an overview of the search procedure and the number of articles we selected after each phase.

2.3. Data extraction and synthesis

We performed the data extraction according to the procedure described in the previous section. Microsoft Excel was used to summarize the relevant data. During data extraction, we analyzed the full texts of all 144 primary papers. The relevant articles were divided into two sets, one set for each team member. Then each team member read the assigned articles and extracted the required data from the articles in order to answer the corresponding research questions. We collected three kinds of information from each paper. In the first step, standard information was gathered, like title of the article, author’s name, the whole reference, the publication channel, and the type of publication (e.g., conference, symposium, journal).

The second and third steps included information directly related to answering the previously defined research questions. In the second step, the goal was to identify for each relevant article the kinds of approaches and methods used to reduce testing effort. At the same time, a first rough classification of those approaches and methods was made, supported by a keywording approach [110]. The final step included gathering information about the evaluation of the approaches and methods. Based on different scoring rubrics stated by Ivarsson and Gorschek [137], we considered some of those aspects in our analysis. Our objective was to identify whether the existing optimization approaches had been evaluated and how they had been evaluated. This means we extracted information on the kind of evaluation that had been performed (i.e., research method, such as lessons learned, case study) and on the context in which the evaluation had been performed (e.g., industrial or academic). The results of the synthesized data are presented in the next section.

3. Results

The results of the systematic mapping study are presented next, ordered along the four research questions.

3.1. RQ1: What are existing approaches for reducing effort when applying testing techniques, and how can they be classified?

The purpose of research question one was to investigate which approaches for reducing testing effort when applying testing techniques exist and how they can be classified. Petersen et al. [110] suggest using keywording to develop a classification. Following this approach, abstracts are considered first for extracting relevant keywords, which can be complemented by adding keywords from introductions and conclusions. We also followed this approach when extracting the main ideas in each article about how testing effort could be reduced, and clustered the different approaches afterwards. Table 1 first presents the five main categories that were identified. Furthermore, the table shows the distribution of articles based on the different categories of the classification.

Most articles, namely about 50%, discuss test automation. This result is not surprising, because when applying test automation approaches, a lot of testing time can be saved. One example is automating manual effort-consuming tasks such as automated test execution instead of manual performance, automated test report generation instead of manual derivation, or analysis of the test results instead of manual analysis of a huge set of data. Test tools often support automation. A refinement of this category can be...
made with respect to different test phases, such as planning, preparation, execution, and analysis. Predictions are the next major kind of approaches that can be used to reduce testing effort. About 28% of the articles fall into this category. Predictions can support decisions on how much testing effort is needed or how testing effort should be distributed. For example, data about defect-proneness of modules can be used to focus testing effort. A distinction into prediction approaches for defect content and defect-proneness was made. Defect content prediction means how many defects are expected; defect-proneness prediction means in which areas defects are expected.

The category test input reduction contains about 15% of all articles. This category includes mainly articles that propose different test case selection and prioritization approaches. They are summarized as test suite reduction approaches. In addition, a test sequence reduction approach was found. Finally, comparison studies have evaluated different test input reduction approaches.

Running test cases in order to test a software system usually requires a lot of time. At first, appropriate test data and the expected output have to be determined for each test case. Then, all test cases have to be executed. Finally, the results of the test case execution have to be evaluated. Selecting appropriate test cases and excluding redundant test cases can save a lot of testing time and thus, improve the efficiency of testing.

Test input reduction approaches can be applied in the area of regression testing, whose aim is to test a modified software system. To rerun all of the test cases in the original test suite is quite expensive and takes a lot of testing time. Thus, it is necessary to optimize the test suite. For this reason, different regression test selection methods exist that reuse test cases from an original test suite.

Quality assurance before testing (QA before testing) was only found in about 5% of the articles. In these articles, results from static quality assurance activities, such as code inspections and reviews, are used to reduce effort for later testing activities. Defects already found by inspections are generally less costly than defects found by testing activities.

Furthermore, results from inspections that are performed before testing can be used to make a decision on how much testing effort is needed as a minimum, or how to distribute available testing effort.

The category test strategy includes articles within the context of test optimization that address comprehensive approaches, such as selecting different test techniques for various test levels to save test time (and be more effective).

We performed an automated analysis creating word clouds for all 144 selected articles and for each category. Considering all articles, the most prominent words were test or testing and software, which represent our main context. Furthermore, some prominent word groups containing similar terms were found that show particular directions in this area, such as the following:

- **Data, number, values, results, metrics, study:** A lot of data is given, analyzed, or created to substantiate approaches.
- **Execution, analysis, generation:** Typical test phases are considered.
- **Model, models, algorithm, method, techniques:** A lot of different approaches are used to address testing.
- **Time, cost, effort:** Those terms are relevant for addressing our main goal.
- **Fault, faults, defect:** The main goal of testing as such is finding problems.
- **Suite, cases, set:** Test suites, test cases, and test sets are often considered and approaches are aimed at reducing them.

With respect to the word clouds for each category, we found prominent words that express the categories quite well, which is an indicator for a suitable categorization of the articles found. For example, each test automation sub-category describes what is the main focus of the articles, such as generation of tests (typical terms here are generation, coverage, path, or input) or analyzing the results (typical terms here are results, information, data, or faults). An overview of the most prominent terms for the different categories can be found in **Table 2**.

### 3.2. RQ2: Which concrete techniques exist to reduce testing effort?

Next, we will explain each of the five categories in detail regarding how testing effort can be saved with respect to the identified techniques and approaches.

#### 3.2.1. Category automation

The category automation with 71 articles contains most of the articles found in this systematic mapping study. The result is not surprising because applying test automation approaches and using test tools offers many advantages, e.g., saving testing effort due to reduced execution time. Manual intervention for repeated tasks and effort to run tests manually can also be reduced.

In this study, we use typical phases of a test process to categorize the large number of test automation approaches.

A test process for software usually includes the following phases: planning, preparation, execution, and analysis. In the planning phase, a test plan for the activities that will be carried out during testing has to be defined. In particular, a test plan defines the test goals and indicates what should be tested, how it should be tested, and by whom the test should be executed.

### Table 1

**Distribution of articles based on classification.**

<table>
<thead>
<tr>
<th>Category</th>
<th># Articles</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test automation (preparation)</td>
<td>71</td>
<td>49.3</td>
</tr>
<tr>
<td>Test automation (execution)</td>
<td>41</td>
<td>28.5</td>
</tr>
<tr>
<td>Test automation (analysis)</td>
<td>22</td>
<td>15.2</td>
</tr>
<tr>
<td>Prediction (defect content)</td>
<td>7</td>
<td>4.9</td>
</tr>
<tr>
<td>Prediction (defect-proneness)</td>
<td>3</td>
<td>2.0</td>
</tr>
<tr>
<td>QA before testing</td>
<td>144</td>
<td>100%</td>
</tr>
</tbody>
</table>

### Table 2

**Word cloud analysis for each category.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Prominent terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test automation (preparation)</td>
<td>Test, cases, generation, data, coverage, program, path, input, method, number, software</td>
</tr>
<tr>
<td>Test automation (execution)</td>
<td>Test, case, software, component, data, execution, method, numbers, segments, system, tool</td>
</tr>
<tr>
<td>Test automation (analysis)</td>
<td>Test, case, generated, changes, data, results, information, version, value, statistical, coverage, behavioral, number, fault</td>
</tr>
<tr>
<td>Prediction (defect content)</td>
<td>Software, testing, faults, model, reliability, number, optimal, testing-effort, system, cost</td>
</tr>
<tr>
<td>Prediction (defect-proneness)</td>
<td>Software, testing, metrics, prediction, defect, data, faults, complexity, files, system, model, class, code</td>
</tr>
<tr>
<td>QA before testing</td>
<td>Test, cases, coverage, selection, reduction, regression, suite, modified, algorithm, fault, program</td>
</tr>
<tr>
<td>Test strategy</td>
<td>Software, inspection, defects, faults, testing, code, detection, tools, techniques</td>
</tr>
<tr>
<td>Test strategy</td>
<td>Test, levels, cases, techniques, system, technologies, reuse, software, strategy, faults, effort, phases</td>
</tr>
</tbody>
</table>
In the preparation phase, test scenarios, test cases, test data sets, and test scripts needed for test execution have to be developed. During test execution, testers execute the developed software (or parts of it). This phase is based on the test plan defined before. After the test results are reported, a decision should be made in the analysis phase on whether the test is sufficient or whether further tests are necessary. Some of the articles could be classified into more than one phase (see Fig. 3).

First of all, no articles were found that can be classified into the planning phase.

Second, 60 articles were found that discuss the preparation phase. More specifically, different methods, approaches, and techniques for test case generation were described in these articles. Most techniques are supported by tools for automating an entire test process or just certain parts of test processes. For example, automated test case definition substitutes or extends manual test case derivation and is thus much faster. Consequently, effort can be saved. In addition, a lot more test cases can be defined with automation. Various coverage criteria are considered during test case definition, such as branch coverage, statement coverage, data flow coverage, and mc/dc coverage.

We observed that articles use different terms to describe test case generation (e.g., test case generation, test data generation, or test suite generation). However, they mainly perform the same activities. Thus, we categorized these articles in one group.

In most articles, concrete test case generation techniques and methods are proposed. Just a few articles present detailed case studies. For example, Bertolino et al. [1] conducted a case study that aimed at improving the branch testing process. They validated a method for the automatic generation of test paths, and defined a bound on the number of tests needed.

The generation of test cases is based on different algorithms and methods. Again, one frequently pursued goal here is to reduce the effort for defining test cases. In some articles, information about the test basis is presented, e.g., using specifications and UML diagrams for the generation of test cases.

Furthermore, there are some articles that present special techniques and methods for improving the test case generation process. For example, Li et al. [53] propose a method for guiding users through test case generation. An experiment of this method showed a good result regarding test effort reduction.

18 articles were assigned to the execution phase in the testing process. These articles mainly propose different techniques, methods, and approaches for reducing the execution time of test cases. To support the proposed techniques, several testing tools were developed that automate test execution on the following test levels: unit, integration, and system test level (see Fig. 4). Some of these articles discuss various test levels.

Only five articles were found that could be assigned to the analysis phase [47, 81, 104, 117, 143]. Gerlich et al. [81] propose an approach that automatically generates test cases based on information about the source code (prototype specification and code structure). Furthermore, this approach includes automated test evaluation and comprehensive presentation of results. The method described in [47] allows performing conformance evaluation considering different levels. Xie et al. [104] present an approach that focuses on analyzing and maintaining test scripts in order to be more efficient. Travison and Staneff [117] present a pattern that helps to automate some steps of the manual process of failure identification by using instrumentation, annotation, and recognition techniques. Finally, Jin et al. [143] analyze outputs of test cases from different versions for focusing testing. Due to the automation, a reduction of the effort can be assumed.

### 3.2.2. Category prediction

The category prediction includes 41 articles (see Fig. 5). In this category, two main sub-categories are distinguished: prediction of the number of expected defects and prediction of the defect-prone parts of a system. Predicting the number of defects can make it easier to decide when to stop testing; predicting defect-prone parts of the system can focus testing efforts. A large variety of concrete methods was found. Many of these approaches present empirical evaluations.

One article discusses how to decide when to stop testing based on the cost-estimation models COCOMO2 and COQUALMO [78]. For this purpose, consideration is primarily given to risk. Thirteen
articles discuss the prediction of software reliability and the remaining number of expected defects. These approaches are based on software reliability growth models (SRGMs).

SRGMs attempt to predict software reliability using test data. The test data are collected during the test execution phase. The SRGMs try to correlate found failure data with known mathematical functions such as an exponential function. If there is a good correlation, the known function can be used to estimate the reliability of the software system to be developed and to predict the number of defects remaining in the software. This knowledge can help to make a decision on whether or not the software is ready for release and how much more testing is required if the software is not ready for release. In particular, a decision such as when to stop testing can be made, which helps to reduce the effort of testing activities. The SRGMs can also be used to estimate how many failures will occur when the software system is used in the field.

There are various types of SRGMs. All these models are based on different assumptions, for instance, experience of the testers; defects are repaired immediately as soon as they are detected; no new code is implemented during the testing phase; failures have different failure rates and failures with the highest rates should be corrected first.

Fig. 6 gives an overview of the aspects of the software development and testing process that the models focus on in particular. The article by Htoon and Thein [88] has no specific focus. All other articles focus on a specific aspect, such as different defect types [6,73]. Teng and Pham [17], for example, propose an SRGM for N-version programming systems. The presented model explicitly considers the error-introduction rate and the error-removal efficiency. Furthermore, this model is able to predict system reliability for N-version programs more accurately than the independent model and can be used to make a decision on when to stop testing. Most often test effort or test resources are considered within the models. The aim is to improve such models with respect to their precision and the consideration of real context.

Another approach in this category is to predict defect-prone areas. If such areas are identified, testing activities can be focused on these parts. Because not all parts are tested with the same intensity, testing effort can be saved. Twenty-six articles were classified into this category. Most of the articles use metrics for predicting defect-prone parts. Typical metrics are size or complexity. Current releases before and after delivery are considered, as well as historical data. Most often, the predictions are made on the code level; however, some approaches focus on the system level (e.g., [52]).

Fig. 7 gives an overview of the kind of input (i.e., top-level metric) used to perform the predictions; four cases can be distinguished:

1. Product metrics, e.g., size metrics (e.g., lines of code), complexity metrics (e.g., McCabe complexity), or code structure metrics (e.g., number of if-then-else).
2. Process metrics, e.g., development metrics (e.g., number of code changes), or test metrics (e.g., number of test cases).
3. Object-oriented metrics, e.g., weighted method per class, depth of inheritance.
4. Defect metrics, e.g., customer defects, or defects from previous releases.

Some articles use different kinds of top-level metrics. For instance, Sherriff et al. consider product and process metrics [60]. A lot of different detailed metrics are often used when considering one top-level metric (e.g., Tang et al. [27] consider five different object-oriented metrics). Consequently, different approaches and ideas are used to improve the prediction of defect-proneness in order to allocate testing effort in the most suitable manner, and thus, to reduce testing effort.

Of the remaining three articles (see Fig. 5), one suggests using a defect classification that can be used to focus on certain defect classes [83]. Besides mentioning different metrics that can be used to predict defect-prone parts, two articles present approaches on how to evaluate such metrics in order to find the most suitable ones in a given environment [18,27]. Knowing the most appropriate metrics can help to focus on those parts that are most likely to be defect-prone and thus, will save effort compared to an unfocused testing activity.

3.2.3. Category test input reduction

We assigned twenty-two articles to the category test input reduction (see Fig. 8). The techniques and methods discussed in these articles are based on different methods and algorithms.

Twenty of these articles focus on test suite reduction, which is sometimes also called test case reduction or selection. Especially
during regression testing, reducing test cases in a test suite can play an essential role in saving testing costs. A test suite includes not only original test cases but also new ones. Such a test suite contains many redundant test cases. To rerun all the test cases is very expensive and often not efficient.

One article [12] was found that discusses test sequence reduction. This article proposes an approach for eliminating redundancy among test sequences that results in reducing software testing costs. Another article by Usaola and Mateo [147] focuses on reducing the number of mutants during mutation testing.

The twenty articles about test suite reduction mentioned above can be further differentiated.

Two articles present comparisons of different regression test selection techniques [26,63]. In those studies, the relative costs and benefits of five regression test selection techniques are investigated. The studies can be helpful for testers in selecting appropriate regression test selection techniques.

Eighteen articles discuss different test case selection techniques, mainly applied for reducing the set of test cases for regression testing. For example, Pan et al. [50] and Prabhu et al. [109] both present similar techniques for test suite reduction based on modified condition/decision coverage. Both methods consider the coverage degree of test cases for test requirements and the capability of test cases to reveal defects. Smith and Kapfhammer [25] and Ding et al. [34] used greedy algorithms and improved greedy arithmetic as a basis for the proposed test suite reduction techniques. Hla et al. [36] propose an approach for regression test case selection based on prioritization of the test cases. This means that the test cases have to be prioritized to the best new order considering the modified software components. Then the test cases with high priority can be selected for regression tests. Tsai et al. [3] presents a test case selection and ranking technique. The aim of this technique is to select and eliminate test cases with similar coverage, and to rank the test cases according to their potency and coverage. The proposed approach can be applied not just to perform regression testing but also to conduct other tasks, such as N-version programming, web services testing, or standard-based testing.

Two other articles [31,82] also propose test suite reduction techniques, but not directly for regression testing. Woo et al. [31] present a domain-specific approach for test suite reduction with respect to re-targeted compilers. Baudry et al. [82] present a method for test case selection considering fault localization.

Consequently, the articles found use a very heterogeneous set of techniques. Table 3 gives an overview of these approaches.

<table>
<thead>
<tr>
<th>No.</th>
<th>Approach</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Model-based approach, statistical calculations considering historical data</td>
<td>[3]</td>
</tr>
<tr>
<td>2</td>
<td>Approach using greedy algorithms</td>
<td>[25]</td>
</tr>
<tr>
<td>3</td>
<td>High-level abstraction approach</td>
<td>[31]</td>
</tr>
<tr>
<td>4</td>
<td>Approach using greedy algorithms</td>
<td>[34]</td>
</tr>
<tr>
<td>5</td>
<td>Particle swarm optimization algorithm</td>
<td>[36]</td>
</tr>
<tr>
<td>6</td>
<td>Bi-object model approach based on MC/DC coverage criterion</td>
<td>[50]</td>
</tr>
<tr>
<td>7</td>
<td>Dynamic basic block approach</td>
<td>[82]</td>
</tr>
<tr>
<td>8</td>
<td>Textual differencing approach</td>
<td>[97]</td>
</tr>
<tr>
<td>9</td>
<td>Model-checker based approach</td>
<td>[101]</td>
</tr>
<tr>
<td>10</td>
<td>Model-based approach using UML Activity diagrams</td>
<td>[103]</td>
</tr>
<tr>
<td>11</td>
<td>Semantic change algorithm and pattern-based approach</td>
<td>[106]</td>
</tr>
<tr>
<td>12</td>
<td>Bi-object model approach based on MC/DC coverage criterion</td>
<td>[109]</td>
</tr>
<tr>
<td>13</td>
<td>Control-flow graph based approach</td>
<td>[126]</td>
</tr>
<tr>
<td>14</td>
<td>Approach using genetic algorithms considering a test history</td>
<td>[140]</td>
</tr>
<tr>
<td>15</td>
<td>Merging approach of particular test case pairs</td>
<td>[145]</td>
</tr>
<tr>
<td>16</td>
<td>Multi-objective approach considering selective coverage of test</td>
<td>[148]</td>
</tr>
<tr>
<td>17</td>
<td>Static path algorithm approach</td>
<td>[149]</td>
</tr>
<tr>
<td>18</td>
<td>Approach using random testing methods, invariants, and genetic algorithms</td>
<td>[153]</td>
</tr>
</tbody>
</table>
3.2.4. Category QA before testing

Seven articles [2,4,29,65,84,116,124] were found that can be classified into the category QA before testing. Those articles discuss different approaches that help to reduce the overall testing effort. Two articles [2,4] were written by Kim et al. The first article [2] presents a case study where the authors investigated how software testing can be improved through code reviews and analysis of code quality. They analyzed how testing activities can be optimized by considering the improvements obtained from code review and analysis. Furthermore, they analyzed the characteristics of software and the current project situation in order to adjust the level of test case design. In the second article [4], Kim et al. present an extended Software Failure Mode Effect Analysis (SW-FMEA) model. Both proposed methods can be used to identify and prevent defects during early development stages. Consequently, defects are found and corrected early, and subsequent costs for testing are saved.

Two articles [116,84] investigate the interactions between software inspections and testing activities, meaning that the possible benefits obtained from bundling software inspections and testing are explored. The article written by Gupta and Jalote [116] presents an experiment where two possible execution orders of applying code inspection and unit testing were compared. The results of this experiment indicate that execution order does not affect the code inspection, but unit tests can be more efficiently and effectively applied after code inspection. Winkler et al. [84] focus on the question of whether software inspections support test case generation. The results of this study show that the collaboration between software inspections and software testing can affect defect detection performance and test case generation positively based on the inspection results. The results of this study can be helpful in supporting project and quality managers in defining inspection and testing effort more precisely.

Laitenberger and Debaud [65] performed a survey in the area of software inspection. They analyzed the entire work done in this area. In particular, they propose a taxonomy that utilizes a generic development life-cycle to contextualize software inspection in detail. This taxonomy can be helpful for practitioners who need to make a decision about which inspection method to choose for a particular development life-cycle stage. Gegick and Williams [124] investigated the correlation between findings generated by static source code analyzers and vulnerabilities discovered by manual analyses and testing. The results show that the alerts generated by source code analyzers can identify high-risk components in the software system early on. Furthermore, the results can be helpful for software engineers who need to make risk management decisions that consider the prioritization of redesign, inspections, and testing efforts. Finally, Wagner et al. [29] compared two static analysis tools and claimed that the output could be used to focus testing effort; however, the defects found by the tool were different from real field defects in a given context.

3.2.5. Category test strategy

The category test strategy includes three articles [32,123,150]. Wojcicki and Strooper [32] propose a systematic strategy for selecting certain verification and validation (V&V) combinations. For the user, it is important to know how the available V&V techniques should be combined in order to make testing activities effective and efficient. Perez and Kaiser [123] propose a new test-level integration approach that allows reusing test cases from higher levels at lower test levels. Afzal et al. [150] compare different search-based techniques for predicting the improvement potential in different testing phases. They propose using defect-sliplage results for a more suitable allocation of effort to different testing activities.

3.3. RQ3: How many existing optimization approaches had been evaluated and how had they been evaluated?

We extracted the relevant data about the evaluation of the selected approaches and techniques to answer research question three. In the first step, we divided the articles into two groups: evaluated and unevaluated. Of the 144 articles, 103 articles (72%) were assigned to the evaluated group, and 41 (28%) to the unevaluated group. For the evaluated group, we further broke down the evaluation by context (industrial or academic) and by method (experience, experiment, case study, or empirical study). Almost 50% of these articles did not provide information about the context in which the evaluation had been performed. Furthermore, in most cases, experiments and case studies had been carried out. The results of this investigation are presented in Fig. 9, which summarizes the main findings.

Compared to the general overview regarding evaluations, Table 4 presents more detailed results with respect to each of the categories. The first two columns describe the main category and, if appropriate, the sub-category. Evaluation category 1 shows how many approaches were evaluated, and, if an approach was evaluated, its context. Evaluation category 2 shows the research method that was applied during evaluations. For the categorization of the research method, we considered the wording from the articles found, which might be designated incorrectly [110]. Furthermore, the sum of the articles counted for all sub-categories may be higher than for the category itself because some arti-
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were categorized into more than one sub-category (e.g., see category test automation).

First of all, the category “test automation”, which contains the highest number of articles, shows poor evaluation results. Only nine approaches had been evaluated in an industrial setting, whereas 30 articles provide no information. Based on a scoring scale for relevance provided by Ivarsson and Gorschek [137], the contribution could be considered as rather low. The category “prediction” shows the most positive results, as 27 articles provide industrial evaluation results, most of them case studies or experiments. Most of them focus on defect-proneness predictions, i.e., predicting areas where more defects are expected. One main conclusion is that metrics could be used to focus test efforts. However, no universal metric exists that fits best in all contexts. This means that the best metrics have to be identified again in each new context. Moreover, concrete data about specific effort savings are hardly given. The category “test input reduction” is similar to the “test automation” category. The context is often unclear and thus, conclusions could hardly be generalized. Consequently, a lot more sound evaluations are necessary. The remaining two categories, both containing a very low number of articles, present initial results, which were positive, but could not be generalized due to a lack of replications.

3.4. RQ4: When were existing optimization approaches published and which publication channels were used?

The purpose of research question 4 was to investigate when existing optimization approaches were published and in which different publication channels. Table 5 presents the distribution of the identified optimization approaches between 1991 and 2010 in intervals of 5 years. It can be observed that until 2000, less attention was given to test optimization approaches and methods and starting from 2001, more articles about reducing testing effort were published. Therefore, it can be concluded that in recent years testing optimization has received increased interest, and that this area has large potential for future research. As we conducted the analysis until 2010, we did not include articles from 2011.

Fig. 10 shows an overview of the concentration of publications with respect to different publication channels. The articles about testing optimization were published in numerous different journals, conferences, symposiums, and workshops. Most of the articles were published across different publication channels. This fact is demonstrated by the biggest circle, which shows that in 86 different publication channels, only one article was published. The next circle indicates that in each of the nine publication channels mentioned (e.g., ESEM, FATES), two articles were published, and so on. The last circles demonstrate the main concentration of publications with respect to test effort reduction approaches. These are the International Conference on Software Engineering (ICSE, nine articles, i.e., nine relevant articles were published at ICSE during the given timeframe) and IEEE Transactions on Software Engineering (TSE, six articles). It can be concluded that this research field is very heterogeneous. Many different aspects are considered, which are published at different conferences, symposiums and workshops, and in different journals.

3.5. Threats to validity

Different factors may influence the results of a systematic mapping study, such as the researchers who performed the study, the databases selected, the search string created, and the time constraints selected. The results become more acceptable and
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accurate when these threats to validity are considered, which is done in the next paragraphs.

3.5.1. Conclusion validity

We performed a systematic mapping study and every step performed was clearly described. Each step was presented in detail, which allows other researchers to repeat the mapping study.

However, if the selection of articles had been performed by different researchers, it is likely that some articles that were excluded would be included and vice versa, because the decision about the exclusion or inclusion of a certain article depends on the researchers who performed the mapping study. However, it is highly unlikely that these differences based on personal assessments would change the main conclusions drawn from the identified set of articles, which is a general classification of approaches.

3.5.2. Construct validity

The aim of the performed mapping study was to obtain a set of relevant articles covering the given research topic. The result set should be as complete as possible. For this reason, we derived the search string systematically. While creating a search string, not all appropriate words are used due to the number of relevant articles found using a search string. For example, the word “verification” was included in the search string and “validation” was excluded. The term “validation” is only a synonym for the term “testing”, which was used instead and considered as being more precise in the context of this study. Furthermore, certain terms, such as “validation”, are used inconsistently in literature. “Validation” sometimes does not consider only testing activities, but all quality assurance activities along the software development cycle (including inspections or reviews), which is beyond the scope of this mapping study. In conclusion, different or additional terms used in the search string might have resulted in a different set of final articles; however, this would only have a minor influence on the general classification derived, and further articles could easily be categorized according to the presented classification.

3.5.3. Internal validity

We presented all inclusion and exclusion criteria. In this mapping study, the selection of relevant articles was performed by two researchers working independently. It is possible that some relevant articles were not included due to the different degree of understanding between the researchers. However, the results of the pilot selection of the relevant articles show that both researchers possessed a high level of agreement (the result of Cohen’s Kappa value was about 0.65).

3.5.4. External validity

The references within the relevant articles were not examined, even though additional articles might have been found had these references been examined. However, experience has shown that most such articles discuss other aspects of the found techniques.

Furthermore, the classification presented here can only be used in the given context. These results can serve as a starting point for researchers and practitioners working in this field.

4. Discussion and implications

4.1. General findings

The results of the systematic mapping study confirm that the reduction of test effort during testing is a major goal in modern software development, as the costs for testing are often high. The topic has received increased attention in recent years, which was demonstrated by the number of recent publications.

Automation is an approach that is widely applied for reducing test effort. The automation of certain test process steps, such as creating test cases or executing them, can reduce the amount of testing time. Furthermore, prediction approaches and test input reduction approaches are widely used to save test effort. Prediction approaches support the focusing of testing activities and avoid or reduce the need for each part of a system to be tested with the same effort. As defects are often not distributed equally, the test effort can be reduced by such an approach. Test input reduction approaches mainly support reducing the number of test cases when regression testing is conducted, whereas the same number of defects should be found with the reduced set of test cases. Quality assurance activities conducted before testing, which reduce the number of defects proactively, are the fourth approach identified to reduce test effort. However, only a small set of articles was identified that support the combination of early quality assurance and testing.
4.2. Implications for practitioners

We presented existing approaches, methods, and techniques that aim at reducing effort when conducting test activities. In addition, we illustrated existing evidence about the approaches that show their maturity. Our classification indicates whether an approach is an established solution applied in an industrial context or merely in academic environments. Automation approaches are one major solution for reducing test effort, although concrete effort reductions are often unclear. Consequently, practitioners have to decide carefully what and how to automate. Furthermore, concentrating testing on parts that are expected to be defect-prone is another big trend. The current evaluation results imply that at least one metric can be identified in each context that will lead to appropriate prediction results. However, such an analysis may take some time and requires the collection of metrics. New trends, such as the use of defect data from static quality assurance activities that are available early, may refine such approaches. In general, practitioners can get an idea of which approaches and techniques may be suitable for optimizing testing activities in their own context. However, in this case, adaptations of the techniques may be necessary and the effort improvement has to be analyzed in order to assess the benefit in the given context.

4.3. Implications for researchers

The main objective of this systematic mapping study was to provide an overview of existing improvement approaches that reduce the effort required for testing activities. Only a small number of approaches could be found where quality assurance activities performed before testing were conducted in order to test effort. It may be worthwhile to concentrate on this direction for future research in order to further improve this kind of efficiency, as it is well known that early defect detection is able to reduce costs. Furthermore, adaptation of existing approaches to new contexts and their specific requirements is another implication for future research. In addition, more evidence is necessary for assessing the approaches. This includes, for example, replications of studies and a more concise definition of the context in order to make results comparable. Finally, combinations of improvement approaches could lead to much greater improvements in effort reduction.

5. Conclusion

We performed a mapping study and presented the state of the art regarding existing approaches that are able to reduce the effort of testing techniques.

During the mapping study, 144 articles were found that describe different approaches and techniques for reducing testing effort. We classified the articles into five different categories: test automation, prediction, test input reduction, quality assurance before testing, and test strategy. The numbers of articles per category are highly uneven. Fifty percent of the articles discuss test automation, and another 30% describe prediction approaches. Predictions determine, for example, when to stop testing or which modules or classes are defect-prone. They can support a test manager in deciding, e.g., how much testing effort is required. The category test input reduction contains about 15% of all articles and includes mainly articles that present different test case selection and prioritization techniques, as well as methods for optimizing and reducing test suites. Quality assurance before testing is only covered by a few of the relevant articles. In these articles, results from static quality assurance activities, such as code inspections and reviews, are used to reduce effort for later testing activities. Three other articles were classified as test strategy.

While performing the mapping study, the starting year for including articles was set to 1991 to ensure that the most relevant research works would be included, and the last year for inclusion were publications from 2010. Until 2000, less attention was given to test optimization approaches and methods, and starting from 2001, more articles about reducing testing effort were published. Furthermore, it can be concluded that in recent years, testing optimization has received increased interest. In relative numbers, test input reduction and quality assurance before testing had the highest increase during the past 5 years, followed by test automation and test strategy. Consequently, this research is of high interest and various results are expected in the future. This is also reflected by the high number of different publication channels.

About 70% of the approaches found in the articles had been evaluated. However, the information about the context in which the evaluation had been performed (i.e., industrial or academic) was not clearly stated in all categories except prediction. Though a large number of evaluations could be identified, their rigor and relevance seem to be rather poor based on our initial analysis, and many more sound evaluations are necessary to generalize the conclusions drawn. Furthermore, very little explicit effort reduction data were found. Thus, conclusions about the potential of these approaches can often not be determined and generalized.

In summary, it can be stated that there are numerous approaches to reducing test effort. Only few articles were found that present a combination of static and dynamic quality assurance activities, for example a combination of software inspections and testing. The synergies that might emerge from the combination of these two techniques remain unexplored.

Based on the results of this mapping study, the objective of one of our current research projects is to develop an integrated approach that describes how inspection and testing techniques can be applied together to reduce the overall costs for testing. Specifically, we want to investigate the relationships between inspections and testing. One goal is to draw conclusions on how inspection results can improve the prediction of defect-prone parts for focusing testing activities [96,131]. Such an integrated approach should be able to reduce testing effort.
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