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A B S T R A C T

Context: Software productivity measurement is essential in order to control and improve the performance of software development. For example, by identifying role models (e.g. projects, individuals, tasks) when comparing productivity data. The prediction is of relevance to determine whether corrective actions are needed, and to discover which alternative improvement action would yield the best results.

Objective: In this study we identify studies for software productivity prediction and measurement. Based on the identified studies we first create a classification scheme and map the studies into the scheme (systematic map). Thereafter, a detailed analysis and synthesis of the studies is conducted.

Method: As a research method for systematically identifying and aggregating the evidence of productivity measurement and prediction approaches systematic mapping and systematic review have been used.

Results: In total 38 studies have been identified, resulting in a classification scheme for empirical research on software productivity. The mapping allowed to identify the rigor of the evidence with respect to the different productivity approaches. In the detailed analysis the results were tabulated and synthesized to provide recommendations to practitioners.

Conclusion: Risks with simple ratio-based measurement approaches were shown. In response to the problems data envelopment analysis seems to be a strong approach to capture multivariate productivity measures, and allows to identify reference projects to which inefficient projects should be compared. Regarding simulation no general prediction model can be identified. Simulation and statistical process control are promising methods for software productivity prediction. Overall, further evidence is needed to make stronger claims and recommendations. In particular, the discussion of validity threats should become standard, and models need to be compared with each other.
1. Introduction

The focus of software process improvement often is to improve the productivity (or efficiency or performance) of software development. Productivity is commonly defined as the ratio of output divided by input. In software development a variety of outputs were defined in the productivity literature, such as quality and quantity in terms of functions, lines of code, implemented changes, and so forth. In most cases the input is the effort needed for creating the output.

A famous quote says that “you cannot predict nor control what you cannot measure” [1]. Hence, software productivity measurement plays an important role in software process improvement activities. It allows to define a baseline for improvement and can be re-evaluated once the improvements have been implemented. Furthermore, productivity measurements are important as benchmarks to determine whether there is a need for improvement to be competitive. Within a company benchmarking is of relevance to identify the best performers and then learn from them.

Productivity prediction is concerned with quantifying how the productivity will be in the future. Predictions of productivity are useful to determine whether corrective actions are needed, e.g. when past data indicates a decline of productivity and the prediction model shows that this trend is likely to continue. Prediction should also assist managers in evaluating improvement alternatives, e.g. how does productivity change with improved testing efficiency.

The quantification of past and future productivity is the subject of this systematic review. The choice to use systematic review to aggregate what we know about software productivity quantification is motivated by the high rigor required by systematic reviews.

In all empirical studies it is important to be systematic when analyzing evidence to increase the validity of the study results. To achieve the same rigor in a literature review systematic reviews in software engineering follow a defined process (cf. [2,3] for guidelines of conducting systematic reviews in the context of software engineering). The steps are (1) definition of a search strategy; (2) inclusion and exclusion of articles based on well defined inclusion and exclusion criteria; (3) evaluation of the quality of the articles; (4) extraction of data; and (5) synthesis of evidence. Systematic reviews have the following advantages: (1) they reduce bias due to a well defined process; (2) guidelines of how to aggregate evidence are available; (3) the rigor of the review makes the results more defendable; and (4) the well defined and documented process allows replication. A systematic map structures the area and is the first step towards a systematic review (cf. [4]).

To the best of our knowledge no recent systematic review on software productivity measurement and prediction has been conducted. Hence, there is a need to synthesize the evidence regarding the usefulness and accuracy of existing approaches. The systematic review makes the following contributions:

- Provide a classification scheme of productivity research on measurement and prediction. The classification scheme creates a new view on productivity research by providing a structure of the area. Furthermore, relevant work of future productivity studies can be easily identified.
- Identify the past focus and the change of research trends over time.
- Analyze evidence with regard to usefulness and accuracy to aid practitioners in making informed choices when selecting an approach based on evidence.
The remainder of the paper is structured as follows: Section 2 presents the related work. The research design of the systematic map and review is described in Section 3. Thereafter, the classification scheme is presented in Section 4. The results of the map are presented in Section 5 and for the review in Section 6. Section 7 discusses the results. Section 8 concludes the paper.

2. Related work

Dale and van der Zee [7] look at productivity measures from different perspectives, i.e. from a development perspective, a user perspective, and a management perspective. The development perspective (including requirements, implementation, and verification and validation) is reflected in lines of code productivity. With regard to lines of code productivity [7] points out that lines of code is only a part of the valuable outputs produced in software development. Furthermore, when comparing between projects it is important to be clear about the definition of the measure. The same applies to the effort related to the produced lines of code. When defining effort the decision has to be made of which staff to include in the analysis (e.g. maintenance staff, developers, testers, etc.). From a user’s perspective function points have been introduced, function points being a representation of value delivered to the user. With regard to function points the article points out that costs of the user (e.g. for support and interaction with the development team) have to be taken into consideration as well. The article also discusses productivity factors and points out the risk of measuring too many variables related to productivity. From a managerial perspective the analysis of productivity mainly focuses on monetary aspects, i.e. what value is created for the money made in IT related investments.

Scacchi [8] reviewed a vast amount of software productivity literature. With regard to the identification of productivity factors doubt is raised to flawed analyses in the primary studies. Some examples for problems in the validity of studies were:

- Poor definition of measures (e.g. measure of lines of code versus effort related to all activities of the development life-cycle).
- Unclear root-cause effect for changes in productivity measures for function points (e.g. unknown whether change in productivity was due to re-calibration of subjective productivity factors or due to productivity improvements).
- Ignorance of a combined effect of productivity factors (e.g. managerial and technical aspects).

Furthermore, Scacchi points out that none of the studies he found took large variances in programmer productivity into account. However, when studying large projects the average programmers dominates the productivity while in small projects with few developers the individual differences dominate. Based on these observations a number of recommendations were made:

- In software development many outputs are produced, hence a multivariate analysis is important.
- Data collection should be done throughout the development life cycle. For example, when only collecting data of lines of code productivity problems in early phases (e.g. requirements engineering) will negatively effect lines of code productivity, which is troublesome to discover. The actual coding activity also only accounts for a small part of the overall software development life-cycle. Furthermore, dynamics in the process (such as iterations) play a role in productivity.

Hence, the ability to work with life-cycles and not treating software development as a black box is important.

In more recent years improvements suggested in the review by Scacchi have been addressed. For example, data envelopment analysis has been evaluated to address the fact that software development is multivariate. In addition, simulation has become an important part of software productivity prediction, allowing to consider the software life-cycle. The reviews of software productivity measurement (both being from the early 1990s) show that there is a need for a fresh aggregation of productivity literature.

3. Research design of map and review

3.1. Map and review questions

Mapping and review studies have different aims. The mapping study aims at structuring an area and showing how the work is distributed within the structure. The focus of mapping studies is not to provide recommendations based on the strength of evidence as is the main purpose of systematic reviews. Hence, the mapping related questions are concerned with the structure of the area, and the review related questions with the evidence [4].

Table 1 shows the questions related to the structuring of the research area. The questions as well as the rationals motivating the importance of the question are stated. The questions can be answered through the classification of the research articles identified.
Table 2 states the questions and rationale for the systematic review part.

Based on the mapping and review questions the search strategy and paper selection criteria were defined.

3.2. Search strategy and paper selection criteria

Dybå et al. [3] propose four phases to define a comprehensive search strategy. In the first phase a search string is defined to search relevant databases and proceedings for articles answering the research questions. In the second and third phase, inclusion and exclusion criteria are defined which are used to evaluate articles based on title (phase 2) and abstract (phase 3). Possible reasons to exclude a paper are (1) that it is out of scope as it does not belong to the area of software engineering in general or software productivity in particular or (2) that the abstract does not indicate that proper empirical evaluation was used. Finally, the relevant articles are retrieved for an in-depth evaluation.

Phase 1 – Search relevant databases: The definition of the search string is based on population, intervention, comparison and outcome.

- **Population**: The population is the development of software. In order to search for the population we use the keywords “software development”, “software engineering” and “software process”. Different restrictions have been evaluated in order to assure to get papers from the software domain. When only using “software” a high number of papers were returned that were clearly out of scope (e.g. from manufacturing and system performance). At the same time, it was assured that no papers from the reference set got lost with that restriction to population, the reference set being a set of 12 papers we knew should be found by the search.

- **Intervention**: The intervention is the measurement and prediction of software productivity. In order to identify the keywords for the intervention, we looked up synonyms for productivity using the OXID Free Online English Thesaurus and Dictionary website. The identified synonyms for productivity considered are efficiency and performance. As performance delivered too many articles out of scope, we searched for process performance, development performance, project performance and programmer performance instead. Furthermore, the terms measurement, metric, prediction and estimation need to be considered.

- **Comparison**: The focus of the study was not limited to comparative studies. Hence, comparison was not considered in the search strategy.

- **Outcome**: Here, we seek for measurement and estimation methods that are promising with respect to accuracy when measuring or predicting productivity. Accuracy and usefulness of the measurement and prediction approaches can be determined through empirical evidence. Hence, the search string contained words like empirical, validation, evaluation, etc.

The search string used was formulated as follows:

1. **Search in abstracts**: (“softwareprocess” OR “softwaredevelopment” OR “software engineering”) AND (productivity OR efficiency OR “process performance” OR “development performance” OR “project performance”) AND (measure OR metric OR model OR predict OR estimate) AND (empirical OR validation OR evaluation OR experiment OR “case study” OR example OR “action research” OR simulation).

2. **Search in titles**: “software productivity” AND (measure OR metric OR model OR predict OR estimate) AND (empirical OR validation OR evaluation OR experiment OR “case study” OR example OR action research OR simulation).

For the search in titles and keywords the search terms for evaluation were removed from the search string to avoid exclusion of relevant articles. The sets of articles from abstract, title, and keywords were merged and duplicates removed.

As some databases are not able to handle complex search strings, the string can be reformulated using boolean algebra, so that separate terms connected with AND can be entered into the database one after another.

For the selection of databases, we followed the recommendations in [3] as well as Kitchenham and Charters [2] who consider the following databases relevant: Compendex and Inspect, IEEE Explore, ACM Digital Library, ISI Web of Science, Kluwer Online, scienceDirect (Elsevier), SpringerLink, and Wiley Inter Science Journal Finder.

From experiences of previous systematic reviews reported in [3], we know that only Compendex and Inspect, ISI Web of Science, IEEE Explore and ACM Digital Library deliver unique results. Everything else (like ScienceDirect, SpringerLink, etc.) is indexed by ISI Web of Science, Compendex, and Inspect.

In order to assure that the search is unbiased and covers the software productivity literature two steps have been taken to assure the quality of the search. First, a reference set of articles was created including the articles we knew should be found by the search, and are relevant to be included in the review. The reference set consisted of the following references: [17,20,23,24,26,30,32,34,37,54,55,57]. Secondly, the reference lists of the included articles were reviewed for papers referring to measurement/prediction of software development productivity/performance based on titles. The reference list contained publications related to productivity (e.g. two books on programmer productivity measurement, namely Measuring programmer productivity and software quality by L.J. Arthur, and Programming Productivity by T. Caspers Jones). However, these books were not included as the scope of this review was peer-reviewed research studies published in journals and conference proceedings. No additional journal and conference papers were identified that were not returned by the search.

Phase 2 and 3 – Exclusion of articles based title and abstract: In this phase, we evaluated the titles and abstracts of the returned studies of phase one. For the inclusion of an article it must be explicitly mentioned in the abstract that:

- **Topic area**: The paper provides measurements or models (process model, simulation model, etc.) that are able to determine or predict at least one of the following attributes (have to be mentioned) of software development: (1) Performance, productivity or efficiency of software development or software processes or software projects or software developers; (2) Relations between different direct measurements (like size and effort, or reliability and effort, lead-time and resources, or multivariate relations) that are used to characterize the attributes above. That is, a single measure is not enough (e.g., lead time) without relating it to other measures (e.g. effort).

- **Evaluation**: The model or measurement was evaluated in form of proof of concept, experiment, case study, or other empirical research methods to show its applicability and usefulness/accuracy. It is also reasonable to consider papers that are based on real-world data from software repositories. Journal papers that are in scope based on the above definition should always be included for a more detailed evaluation as they are expected to report more mature and in depth results.

- **Type of literature**: The literature was restricted to scientific publications in peer-reviewed journals and conferences. The reason for the restriction was to assure that the included papers were thoroughly reviewed prior to publication, and focused on novel results or the empirical evaluation of results.
From the search results the following studies should be excluded:

- **Measurement not main focus**: Measurement and prediction should have the main focus. For example, if productivity is evaluated for different companies to provide an overview of productivity developments, but the measures are not the subject of investigation, then the study should be excluded.
- **Direct measures**: Direct measures are for example lines of code (LOC), they are not combined with other measures and thus no claims regarding productivity are possible.
- **Secondary studies**: The synthesis of evidence is based on the primary studies identified by the search. The secondary studies are excluded from the actual synthesis and results. The main results of the secondary studies can be found in Section 2 to allow for comparisons between this systematic review and previous reviews.
- **Measures for single techniques**: A single technique is for example a software inspection reading technique or a certain testing technique. We are not interested in these measures, as these measurements are on a too fine level of granularity. That is, they do not give an indication how well the software development organization performs, e.g., on the overall process level or within a development phase. However, that does not mean that we exclude measurements on the level of individuals (e.g., programmer productivity) as an individual (or a team) can represent a whole phase or life-cycle in software development. Furthermore, when reviewing a low level of granularity, the number of studies to be reported would not be manageable within a reasonable time frame. However, papers measuring the productivity of a sub-process (be it a requirements, testing, or inspection process) are not to be excluded.
- **No evaluation**: Studies that have not evaluated a solution (be it in an experiment, proof of concept, or a case study) shall be excluded.

The search contained articles published before 2009. The search was piloted, refined, and finalized in the first quarter of 2009. The extraction and analysis of the data was conducted throughout 2009 and early 2010. Thereafter, the manuscript was written and internally reviewed in the first half of 2010.

The inclusion and exclusion criteria are an input to the study selection procedure. For the inclusion and exclusion to be objective the criteria have to be tested to eventually adjust them in order to reduce bias.

### 3.3. Study selection procedure

The reading of abstracts and titles was done by two researchers. The reason for having two researchers is the reduction of bias when including or excluding articles. Both researchers go through titles and abstracts separately and categorize them as follows:

- **Include**: The researcher is sure that the paper is in scope and that it was properly validated using empirical methods.
- **Exclude**: The researcher is sure that the paper is out of scope or that the validation was insufficient.
- **Uncertain**: The researcher is not sure whether the paper fulfills either the inclusion or exclusion criteria above.

The inclusion and exclusion criteria have been evaluated by the author and a fellow colleague. Prior to the exclusion and inclusion trial the author explained and discussed the criteria with his colleague. Thereafter, both applied the criteria on 100 articles independently and thereafter the results were compared. The results showed high agreement between them with only seven disagreements and three articles where one researcher was uncertain.

### 3.4. Data extraction

A data extraction form was created and filled in for each article by the author. The data extraction form was split into different sections to be filled in. The following information was captured in the form:

- The first section of the form was concerned with extracting data about the measurement or prediction method. It had to be specified whether the purpose was reactive (productivity measurement) or predictive (productivity prediction). Furthermore, the type of measurement/prediction needed to be named and the construction of the measure described. The researcher ticked the options that apply for the article under review.
- In the second section the type of research was specified (validation research, evaluation research, or solution proposal, see Section 4). As context is an important aspect for generalizability (cf. [9,12]) and comparison of studies, information about the context was narratively described.
- The third section was concerned with the rigor of the study. The quality of the articles was evaluated based on the questions listed in Appendix A. The criteria are divided into two groups, one regarding the model, and one regarding the research group. The model was checked based on whether the construction/structure was described, and whether the variables measured were named. With regard to the research method the research process was covered. Design and conducting the study is covered in the quality checks on data collection, control groups, as well as analysis and reporting of findings. In addition, context was considered as a quality criterion as this was raised as important when judging the results of studies (cf. [12,9]). Similar criteria for checking rigor have been described in [10].
- The fourth section described the outcome of the study regarding the measurements/predictions and their evaluation. In addition, specifically positive/ negative aspects could be described. This section was filled in as free text.

Based on the extracted data the analyses for the map and the review was conducted.

### 3.5. Analysis

For synthesizing qualitative as well as quantitative evidence Dixon-Woods et al. [13] provide a number of alternatives.

We used content analysis and narrative summary as approaches to integrate evidence, both being presented in Dixon-Woods et al. [13]. Content analysis categorizes data and analyzes frequencies of themes within categories. Hence, it allows to transfer qualitative into quantitative information. The tabulation simplifies the analysis of the evidence. Some categories relevant for this review were already identified in literature and are referred to in the explanation of the classification scheme in Section 4.

Narrative summaries recount findings and describe them. Evidence in diverse forms can be discussed side by side. We do not apply meta-analysis on the findings as this would require the form of evidence to be similar, e.g. when replicating experiments the same hypotheses are tested and hence the means and variances of the
The discussion of validity threats is important to be able to judge the strengths and limitations of the study with regard to the validity of the outcome. Relevant threats to validity were researcher bias, exclusion of relevant articles, gray literature, and generalizability.

Single researcher bias in inclusion/exclusion: The main validity threat of this study is the threat of researcher bias. This is the main threat as a single researcher has been conducting the inclusion/exclusion, data extraction, and analysis of the studies. Some actions have been taken to reduce the threat, as mitigation was not possible due to that a single researcher was conducting the study. The actions taken were:

- The review protocol was peer-reviewed with a fellow researcher to assure good understandability and clarity for inclusion/exclusion and data extraction.
- The clarity of inclusion/exclusion criteria has been evaluated on a test-set of articles, showing a high degree of agreement between two researchers conducting the process of inclusion/exclusion independently.
- In the quality assessment minimum criteria have been defined to make the judgement as easy and objective as possible. The minimum criteria led to a yes/no answer in inclusion or exclusion of articles.
- After having done the extraction, the author reviewed the forms and articles once more to check whether something was forgotten, or whether something should be changed.

When conducting systematic reviews or mapping studies alone, the test-retest approach has been proposed and applied in [6]. In this study on software productivity, the test-retest was not conducted as it was not known prior to conducting the systematic review study. Hence, now the test-retest would be largely biased due to the learning effect when conducting the systematic review. However, for future reviews conducted by a single researcher it is an approach to check the objectivity of searches, inclusion/exclusion, and classification.

Exclusion of relevant articles: The risk of excluding relevant articles is reduced by being inclusive, i.e. the researcher included articles for detailed review when in doubt. In addition no articles with lower scores of rigor (see definition in Appendix A) have been excluded from the review. The reason for including the studies is that they still can serve for triangulation. In the synthesis of the evidence the strength of evidence is taken into consideration. Furthermore, there is no restriction for the time-span in which the search was conducted. With regard to the exclusion there is also a risk of researcher bias, given that the majority of articles were reviewed by a single researcher. Even though the objectivity of the inclusion and exclusion criteria applied on the abstract was tested with two researchers (7 disagreements on 100 articles were observed), there is no guarantee that for the remaining articles there would not be more/the same number of disagreements. In order to reduce this threat, only very obvious articles were excluded, such as papers that are not in the area of software engineering, or clearly did not investigate productivity of software development. As a consequence of being inclusive during the screening, the number of full-papers checked (94 articles) was greater than the number of articles actually included in the review (38 articles).

Gray literature and Focus on Software Engineering Databases: Gray literature was not included as it is particularly hard to identify. Instead, we focused on the relevant research databases presented in the systematic review guidelines for software engineering (cf. [2,3]). However, we acknowledge that the inclusion of gray literature could have further increased the validity of our findings. In addition, the search was focused on the recommended databases for software engineering. Hence, software productivity articles that are only indexed in databases related to business administration or other fields might be missing.

Generalizability: The generalizability of the results is limited by the generalizability of the studies included in the review. The context information for each article has been extracted to take into account the degree of generalizability. Petersen and Wohlin [9] defined a checklist to identify relevant context information in industrial software engineering research, which has been used as a guidance when looking for relevant context information.

4. Classification scheme

The classification scheme is a structure of empirical studies on software productivity measurement and prediction. The scheme consists of six facets, namely quantification approach, abstraction, context, evaluation, research method, and measurement purpose (see Fig. 1).

Classification schemes/taxonomies are rated based on a set of quality attributes. A good taxonomy/classification is:

1. Orthogonality: There are clear boundaries between categories, which makes it easy to classify.
2. Defined based on existing literature: The taxonomy/classification is created based on an exhaustive analysis of existing literature in the field.
3. Based on the terminology used in literature: The taxonomy uses terms that are used in existing literature.
4. Complete: No categories are missing, so that existing articles can be classified.
5. Accepted: The community accepts and knows the classification/taxonomy.

Completeness is indicated as articles could be classified into the scheme without the need of adding further categories. Criteria two to three are supported as the classification and terminology used is based on existing literature (such as the distinction between measurement-based analytical and simulation-based models). Orthogonality is indicated as there was little doubt/uncertainty when classifying. However, the orthogonality has not been evaluated in the form of different persons classifying independently. The acceptability of the classification is not provided, given that it is a new classification scheme. A list of quality criteria for taxonomies/classifications can be found in [11].

4.1. Quantification approach

The quantification facet is a means of structuring the area of productivity measurement with regard to different methods of how to capture the productivity. This is important in order to group methods that are closely related, and by that helps in structuring complex phenomena.

Pfahl and Ruhe [14] provided categories of different types of models to evaluate software development. The types relevant to this systematic review are measurement-based analytical models and dynamic software engineering models.

Measurement-based analytical approaches model the relationship between dependent and independent variables. Here it is important to introduce the concept of constant returns to scale (CRS) and variable returns to scale (VRS). In the CRS case with an
additional unit of input the same amount of output is produced. On the other hand, the VRS case can have either an increase or decrease of outputs with additional units of input.

Dynamic software development models contain a number of sub-models, namely process enactment models, process simulation models, and system dynamic models. The models are used to describe the behavior of software development [14]. The models relevant in this study are process simulation models and system dynamic models. Process simulation models run on process descriptions in form of discrete event and queuing simulation or state-based simulation, they are event-based. System dynamic models follow a continuous simulation approach.

4.1.1. Measurement-based analytical models

Weighted productivity factors: The productivity is calculated by weighting factors influencing the productivity. A common approach to identify weights of independent variables to determine a dependent variable is regression analysis. Regression analysis models the relationship between variables (independent and dependent). In order to establish a model on the relationship between variables there has to be a relation. That is, the independent variables must have an explanatory power on the dependent variable (i.e. they must account for the variation in the dependent variable). Different types of regression models are available, such as simple linear regression, non-linear regression, multiple regression, and stepwise regression. Further details on regression based modeling can be found in [15,16]. In addition to regression Pfleeger [15] created an adjustment factor for the average productivity to predict the actual productivity.

Simple Input/Output Ratios: Simple input and output based ratios are based on the classical productivity model, defined as the ratio of one output divided by one input. The model can be extended by adding up several inputs as well as outputs (see Eq. (1)). Observe that the inputs and outputs are not adjusted by a weighting factor.

\[
P = \frac{Output_1 + Output_2 + \cdots + Output_n}{Input_1 + Input_2 + \cdots + Input_n}
\]

Most common output is a size measure such as Lines of code (LOC) [17–19] or Function points (FP) [20–22]. The most common input is measured as effort used to develop the output [19,18,17,23].

Data envelopment analysis: Data envelopment analysis (DEA) is able to handle multiple inputs and outputs. The inputs and outputs are weighted and their ratio (productivity) should be maximized for each decision making unit. The weights are determined by the method. Data envelopment analysis determines the production frontier. On the production frontier the most productive decision making units (e.g. factories, projects, etc.) can be found, they are referred to as reference projects. The assumption of the analysis is that if firm A can produce Y outputs with X inputs then other firms with a similar amount of inputs should be able to produce the same output. DEA also allows to identify efficient reference projects for each inefficient projects. The reference projects are the ones the inefficient projects should be compared with. Peer values calculated through DEA indicate which reference projects a specific decision making unit should be compared with. The linear programming functions to solve the DEA problems for constant and variable returns to scale are presented in [24,25].

Bayesian belief networks: A Bayesian Belief Network is illustrated as a directed graph. Nodes show variables and the probability of the variables to take a specific value. Between the variables a cause-effect relationship exist. On the top a node for productivity is shown. The productivity can be defined in intervals of productivity values. Based on the probabilities assigned to the variables and the knowledge of cause-effect relationship the probability of achieving a specific productivity can be calculated. The cause-effect relationships are expressed in order to create the model. However, these relationships are not to be confused with empirically obtained knowledge about cause-effect relationships. Instead, it can be either a result of opinions of the model creators, or the model creators base their model on existing empirical studies. The same applies to system dynamics simulation, which is described in the context of simulation-based models. The rules for calculating probabilities and the application of Bayesian Belief Networks in software productivity prediction can be found in [26].
Earned value analysis: The paper introducing earned value analysis to software development can be found in [27]. The earned value is the output computed as the percentage of progress towards the final product. The progress can only be measured with clearly defined milestones. The input is the effort spent from the beginning of the project till the completion of a milestone. The productivity is the ratio of the earned value divided by the milestone cost. The calculation shows the shifts in productivity and the progress.

Statistical process control: Statistical process control uses statistical inferences and control charts to analyze the software process. A commonly used tool from statistical process control is the individual and moving range (I-MR) chart showing the individual values and moving ranges (size of change in the investigated variable) and variance around the mean over time, also referred to as time-series analysis. Furthermore, control limits (usually ±2 or 3 standard deviations away from the mean) are shown. If data points are outside the control limits then this indicates that the process is out of control.

Balanced scorecard: Balanced Scorecard (cf. [28]) is a tool to evaluate an organization based on a long-term perspective (strategies and visions). The scorecard includes different perspectives that are evaluated (e.g. finances, human and management aspects, process perspective, and customer satisfaction). The measures obtained are compared to the target levels defined based on the goals derived from strategies and visions. If there is a deviation from the target corrective actions should be taken.

Metric space: A metric space allows to measure the distance between elements of a set or between functions (for further detail on metric spaces see [29]). For example, to compare the productivity of two programmers the distance between their accumulated work functions over time could be calculated (cf. [30]).

4.1.2. Dynamic software development models

For dynamic software development models continuous and event-based models are distinguished.

Continuous simulation: Continuous simulation models describe software development through mathematical equations and graphical representations [31]. The models are able to quantify cause-effect relationships and take probabilities and distribution of data into consideration. For example, a dynamic model could express change of workload over time based on a system model describing cause-effect relations and probabilities based on data distributions [32]. When running the same simulation model with the same calibration each simulation result might yield different results due to the introduction of probabilities in the simulation run.

Event-based simulation: Event-based simulation changes model variables with updates of events. Event-based approaches are state-based and queuing simulation. State-based simulation is based on a graphical representation of the development process, modeled in form of petri nets or data flow diagrams and can be used to predict various variables of software development (e.g. cycle-times, costs of development, and software quality) [31]. Queuing theory has been applied to the performance of software processes by representing the process model in as a queuing network with multiple and interconnected servers (see e.g. [33,32]).

Hybrid simulation: State-based simulation and queuing simulation can take dynamic/continuous simulation characteristics when being combined with system dynamics models.

4.2. Context

The context describes the environment in which an object of study (in this case the approach of quantifying productivity) is embedded [9]. In general, industrial and experimental studies are conducted in different contexts, and these contexts describe the situation in which the study results are true”. Hence, context as a facet is included to be able to evaluate the generalizability of study results and to support comparability.

In the following the context elements are described and rationales are provided why the elements are relevant when studying productivity measurements. We do not claim completeness of the examples, and depending on what measurement approach or purpose is studied the different context elements might be of relevance.

Market: The market plays a role in productivity as it might constrain productivity variables, e.g. by defining a market-window for release or putting constraints on costs. These are important factors when interpreting and making use of results of productivity measures.

Organization: The organizational units (e.g. projects) need to be characterized and described. This is important when comparing different projects. For example, one should be aware of the size of the project in terms of number of people involved when comparing its productivity.

Product: Product attributes are often used as output measure in the form of size and quality. To compare size one has to be aware of the type of the product (e.g. when counting features or functions these are different for an end-user application or an embedded application interacting with hardware). Quality aspects are of relevance as the constraints on quality have an effect on the productivity outcomes. In addition the maturity of the product plays a role when comparing productivities. When measuring a new product the productivity figures look quite different in comparison to a mature product that is extended. For example, the new product might look less productive as for the new product more up-front investigation is necessary in comparison to building smaller increments to an already mature and well known product.

Processes: The workflow of software development is important, e.g. the productivity prediction of highly iterative development with unstable requirements is different from prediction with stable requirements and a waterfall approach.

Practices/tools/techniques: Practices, tools, and techniques are, for example, relevant when predicting productivity the change of a practice or introducing a new tool.

People: People represent roles and experiences and are important to consider as they should be supported with the measurements in evaluating and improving software development.

4.3. Abstraction

The abstraction describes on which level the measurements and predictions are carried out. Considering abstraction is important as different entities (e.g. projects, and processes) might have different attributes, which can be measured in different ways. Providing a structure for abstraction also allows to determine the mapping of certain productivity measures to abstraction levels. The abstractions are based on the abstraction levels found in the included productivity articles. The abstractions of organization, project, individual, and task are measured as black-boxes. That means the dependent variables (output) and the independent variables (input) are observed and quantified without having to consider what is happening inside the box.

Organization: Here the productivity of an overall software organization (e.g. development site) is determined.

Project: A project executed by a team is evaluated, the main characteristic of the project being that it is only exists temporarily.

Individual: An individual’s (e.g. programmer) productivity is determined.

Task: The productivity of a software development task (e.g. a programming task or requirements specification task) is quantified.
At the process level productivity is evaluated considering what is going on inside the box.

Process: The abstraction of the process considers the interactions between different activities in the software process and takes additional variables into account (e.g. the resources needed to execute an individual activity). It is also common to model the artifacts and their flow through the process.

4.4. Measurement purpose

Two measurement purposes are distinguished, based on the focus of the systematic review. The first purpose is reactive, i.e. to determine the productivity based on data of the past. The second purpose is predictive, meaning to quantify the productivity expected in the future. The motivations of why to measure is a reactive way to predict have been presented in the introduction.

4.5. Evaluation

The criteria define the measure of success or failure of an intervention, which is essential in judging the outcome of an intervention study (the intervention in this case being productivity prediction and measurement approaches). One part of the data extraction was the documentation of the evaluation results, and how the evaluation has been conducted. The following approaches to evaluation have been identified during the data extraction.

Compare results with empirical facts: Here the quantified productivity is compared with empirical facts. In the case of productivity prediction the predicted impact of improvement actions can be compared to expected outcomes based on empirical facts (see e.g. [34,32]). For example, when evaluating the impact of early defect detection it should be expected that this has a positive impact on productivity related variables.

Compare predicted and actual values: The values determined by the predictive model are compared to actual values observed in industry or experimental studies. Examples of comparisons between actual and predicted data can be found in [35,36,26].

Practitioners feedback: The usefulness and accuracy is determined by presenting the data to practitioners providing feedback. One example is to provide them with a list of productive projects identified by the measures used and ask them if they perceive these projects to be the most productive ones (see e.g. [24,37]).

Proof of concept: The proof of concept is done by applying the measures on a set of data (either from the lab or from industry) and reflecting on it. Proof of concept solely relies on the reflection on the collected data by the researcher, and does not include any other evaluation criterion.

Sensitivity analysis: Sensitivity analysis tests the robustness of the proposed measures and predictions to change in the data set. The sensitivity is, for example, tested by removing extreme values from data data set and then observe whether the mean values change. Little change in the mean values is an indication of the robustness of the model. An example of removing extreme values can be found in [24].

Evaluation of explanatory power of variables: Explanatory power shows to what degree the variance in a dependent variable (e.g. lines of code productivity) can be explained by a number of factors considered in a model. The goal is to achieve as high explanatory power as possible as this indicates the predictive ability of the independent variables over the dependent variable.

4.6. Research method

Wieringa et al. [38] provided categories of how to classify research methods, the relevant classifications for this review being validation research and evaluation research.

Validation research: In validation research solutions are characterized by the novelty and often have not been implemented in practice. Validation research mainly focuses on the evaluation of solutions in the lab (e.g. controlled experiments [39] or simulation of scenarios [32]). Validation studies should in an ideal case always have theoretical discussions of limitations, and problems with the modeling/measurement approach.

Evaluation research: Solutions are implemented in industry and are evaluated in the context in which they are employed. Evaluation research shows how the technique has been implemented in industry (solution implementation). To strengthen the evaluation research the consequences of the solution implementation need to be explored, such as strength and weaknesses. Evaluation research also includes the identification of problems related to practices. Case studies [40,41] and action research [42] are often used to investigate interventions in industry. In productivity research databases containing productivity data from past projects play an important role and as they are based on industrial data they are classified as evaluation research. The data contained in the databases has to be analyzed with care. For example, old datasets often do not report important variables (such as planned and estimated effort).

Distinguishing those groups is important as well, as both approaches have their advantages and disadvantages. In validation research it is often challenging to create realistic situations that allow for generalizability to industrial practice, but it is easier to claim cause-effect relationships due to a controlled environment. Evaluation research is done under realistic conditions, but is not conducted in a controlled environment. Consequently, it is not always clear whether unknown confounding factors influence the study outcome.

5. Mapping results

5.1. Number of identified articles

Fig. 2 shows the number of articles remaining after each step of the article selection process. In total 586 articles were identified in
the data bases after the removal of duplicates. Thereafter, articles were excluded based on the inclusion and exclusion criteria leaving 94 articles for review. As mentioned in the section describing the threats to validity we were inclusive when deciding which articles to review in detail to not exclude any relevant work from the dataset. That is, when uncertain the article was included for detailed review. Throughout the detailed review further articles were discarded, leaving 38 primary studies being included in the analysis of this review. The reason for excluding a high number of articles is that productivity is mentioned in connection with many studies. However, in the abstract it was not always clear that productivity was not the main focus. Furthermore, studies were excluded if only the measurement or prediction model was theoretically described in the paper without data from an application, be it in the laboratory or in an industrial context.

If studies receive a moderate score in the quality rating regarding scientific rigor we did not exclude them, but rather reported the results together with the quality rating. In the interpretation this allows to reflect on the results with the scientific rigor in mind. Studies with moderate rigor might contain interesting ideas that are worthwhile to be captured and are applicable. Furthermore, in aggregation studies of moderate rigor can serve well for triangulation purposes to support certain findings. No studies with a lower score than three (with eight being the maximum score that could be achieved) were identified (see Table 17 in Appendix A).

5.2. Publication forums (Mapping Question 1)

Table 3 shows the top seven publication forums for software productivity research. The main forums for publication were journals, namely Journal of Systems and Software published by Elsevier and IEEE Transactions on Software Engineering. The second most common forums were the International Conference on Computer Software, the Software Process Improvement and Practice Journal (Wiley & Sons), and the Information and Technology Journal (Elsevier), each having published three papers on quantifying productivity. The International Conference on Software Process and the International Conference on Software Engineering have published two papers related to productivity quantification.

5.3. Trends over time (Mapping Question 2)

Topic areas with only one publication have been omitted from the analysis to increase readability, as the single papers do not allow to see a trend. The analysis of trends showed that the adjustment and weighting of productivity factors to explain a dependent variable has been published in research articles throughout the 1990s and 2000s. For the ratio based analysis we can see that the main publication focus was in the early and late 1990s (five papers in total), with one additional paper after 2005. Data envelopment analysis has been discussed in the early and late 1990s. However, the majority of the publications on the topic have been published in the time-span of 2001–2008 with a total of five papers. Software process control has only few papers in total, which are published throughout the years. Event-based simulation has a publication focus in the late 1990s and early 2000s. Continuous simulation approaches have been published throughout the years and are not concentrated on a specific time period. Two studies were published on hybrid simulation, one being published in the late 1990s and one in the early 2000s. Overall, there are few papers in each category (a maximum of seven papers for data envelopment analysis). Therefore, a trend-analysis is not feasible. Hence, no answer to Mapping Question 2 with respect to trends can be provided.

5.4. Research focus (Mapping Question 3)

The approaches investigated with the highest frequency were weighted factors (seven studies), data envelopment analysis (seven studies), ratio based quantification (six studies), event-based simulation (five studies) and continuous simulation (four studies) (see Fig. 3). The quality ratings of each study are shown in detail in Table 17 in Appendix A. The highest scores for rigor can be found for studies investigating weighted factors and data envelopment analysis, both with at least five studies having achieved a score equal or larger than six (see Fig. 3). For the simulation approaches most of the studies achieve a score of four or five. The approaches earned value analysis and metric spaces only have one publication, and at the same time achieve relatively low scores. Studies focusing on the approaches weighted factors, simple ratio, and data envelopment analysis are primarily based on industry application. Simulation is frequently working without getting data directly from industry, i.e. the model is calibrated based on hypothetical data, or the calibration relies on already published data (e.g. from experimentation).

Studies on weighting factors, simple ratio, and data envelopment analysis focus on either projects, individuals or tasks (see Fig. 4). That is, the development of software on these abstractions is treated as a black-box where the relation of depended and independent variables is investigated. On the other hand, simulation looks at the inside of the box, e.g. the workflow of activities, the assignment of work-tasks to individuals, and the flow of development artifacts is important and can change the outcome of the productivity. Two exceptions can be found for the simulation approach. One study proposed a simulation model only based on

<table>
<thead>
<tr>
<th>Rank</th>
<th>Forum</th>
<th>No. of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Journal of Systems and Software</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>IEEE Transactions on Software Engineering</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Intl. Conf. on Computer Softw. and Appl. (COMPSAC)</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Software Process Improvement and Practice Journal</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Journal of Information and Software Technology</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Intl. Conf. on Software Process</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Intl. Conf. on Software Engineering</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 3. Quantification approach and evidence.

Table 3

<table>
<thead>
<tr>
<th>Rank</th>
<th>Forum</th>
<th>No. of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Journal of Systems and Software</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>IEEE Transactions on Software Engineering</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Intl. Conf. on Computer Softw. and Appl. (COMPSAC)</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Software Process Improvement and Practice Journal</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Journal of Information and Software Technology</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Intl. Conf. on Software Process</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Intl. Conf. on Software Engineering</td>
<td>2</td>
</tr>
</tbody>
</table>
inputs and outputs, and another model focuses on modeling the productivity of individuals considering learning while executing development tasks.

The frequency of studies using different evaluation criteria to judge the approaches are shown in Fig. 5. The total number of studies reported in the figure is larger than the total number of studies included in the review, because one paper can make use of several evaluation criteria. The figure shows that all approaches are frequently used, but there are differences between the approaches. The majority of studies focusing on weighted factors evaluate explanatory power. Simple ratio measures and data envelopment analysis most often make use of proof of concept, i.e. the approach is applied on industry data and the evaluation solely relies on the researcher’s interpretation of the data showing the applicability of the approach. Simulation strongly focuses on comparing results obtained by the simulation model with known facts and expectations. The figure also shows that many studies on approaches used for prediction do not compare their predictions with actual values, in fact only one study on simulation and one on weighted factors makes use of actual values. Also, only few studies include practitioners in the analysis to provide feedback. Few studies apply triangulation by making use of several criteria (see Table 18, papers [37,24,55,58]).

6. Review results

This section describes the results related to the systematic review questions presented in Table 2. The results of each study are tabulated and the tables are shortly described to highlight the most important results. The detailed narrative summaries of each study are presented in the complementary material to this article [5]. The synthesis and recommendations to practitioners based on the review results can be found in Section 7.

6.1. Measurement-based analytical models

6.1.1. Weighting productivity factors

Table 4 provides an overview of the studies that built predictive models by weighting productivity factors. In this and all forthcoming tables the studies are ordered chronologically. In [43] a regression model based on the variables lines of code (LOC) as well as maximum number of staff was presented and tested in two environments. In a third environment additional variables were introduced. Overall, the conclusion was that there are similarities in the three environments with regard to predictors, the main variables being size and maximum staff. Pfleeger [15] proposed a prediction model which adjusts an average productivity value by an adjustment factor, which pools different cost factors together. The individual analysis steps of the approach are described in the complementary material [5]. The outcome of the study was that the model performs better than COCOMO and Ada-COCOMO considering error margin and hit/miss ratios with respect to actual values. Finnes and Witting [44] tested different forms of models (linear, power, exponential, reciprocal) and found that the reciprocal model fits best for the variables team size and system size. In addition, combined models have been evaluated (see Table 4). Maxwell et al. [17] evaluated predicts using a linear model. They investigated which categorical and non-categorical variables, and a combination thereof, can be used as a predictor for productivity. The variables with the highest explanatory power are shown in the table, a complete list and its explanation is provided in the complementary material (cf. [5]). A multivariate logistic regression model was evaluated by Morasca and Russo [45]. In their logistic regression the dependent variable (Y) was ordinal/nominal, and discretized into classes. The regression was used to predict whether a dependent variable belongs to one of the classes. They found significant predictors for different types of productivity (function point productivity, lines of code productivity, and module productivity) for an entire application and for individual new development requests, the predictors being named in the table. Kitchenham and Mendes [37] used stepwise regression to create a productivity measure based on multiple size measures, the size measure having a significant relationship with the effort. The approach has been successfully applied with positive feedback from practitioners regarding its ability to identify good performers, and at the same time is not sensitive to extreme values. Foulds
Table 4
Quantifying productivity based on weighting factors.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Approach</th>
<th>Evaluation</th>
<th>Context</th>
<th>Data source</th>
<th>Outcome</th>
<th>Rigor</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43]</td>
<td>1987</td>
<td>Stepwise linear regression</td>
<td>Explanatory power of the model in the value of $R^2$</td>
<td>Management information systems with varying size, language, effort, and number of team members</td>
<td>Project databases from three different environments containing 9, 10, and 19 projects</td>
<td>High similarities in three different environments with regard to predictors; main variables are size and maximum staff; experience and attitude change productivity, but do not explain a large portion of the variance</td>
<td>6</td>
</tr>
<tr>
<td>[15]</td>
<td>1991</td>
<td>Adjustment of average productivity by factors</td>
<td>Comparison of actual productivity figures with estimations by models (proposed solution, COCOMO, Ada-COCOMO)</td>
<td>Object oriented development projects at HP</td>
<td>Two project managers per project estimated the cost factors. Data based on a company-wide program for collecting software metrics</td>
<td>Proposed solution predicts within 25% error margin 50% of the time, COCOMO and Ada-COCOMO predicted outside 25% error margin</td>
<td>8</td>
</tr>
<tr>
<td>[44]</td>
<td>1994</td>
<td>Linear, power, exponential, reciprocal regression model</td>
<td>Explanatory power for team and system size on function point productivity</td>
<td>Organizations developing data processing systems of different sizes</td>
<td>Interviews with information system managers from 15 organizations</td>
<td>Reciprocal model fits best for team size and system size; for combined effect the model fitting best was the regression of average team size, function points per team member, and ln(function point productivity)</td>
<td>6</td>
</tr>
<tr>
<td>[17]</td>
<td>1996</td>
<td>General linear model</td>
<td>Explanatory power of general linear model</td>
<td>Domains investigated in the survey were military (39%), space (28%), industrial (24%), and others (9%)</td>
<td>99 completed projects from 37 companies and eight European countries; collection of data through questionnaires and telephone interviews</td>
<td>Top three categorical variables: individual company, programming language, type of system; top three non-categorical variables: storage constraints, execution time constraint, use of tools; best combined models: category and language as well as country, category, reliability, and either tools or modern programming practices</td>
<td>7</td>
</tr>
<tr>
<td>[45]</td>
<td>2001</td>
<td>Multivariate Logistic Regression</td>
<td>Explanatory power and significance of the coefficients</td>
<td>Mainframe applications (development of new functions as well as maintenance of the mainframe applications)</td>
<td>29 applications (six variations of same application) and hence excluded 88 requests (74 development requests, 41 maintenance request)</td>
<td>Entire application: function points and experience were statistically significant predictors for function point productivity, lines of code productivity, and module productivity; new development requests: development time, function points, and number of employees are statistically significant predictors for function point productivity and lines of code productivity</td>
<td>7</td>
</tr>
<tr>
<td>[37]</td>
<td>2004</td>
<td>Multiple Size Measure Regression</td>
<td>Evaluation through practitioner feedback and sensitivity analysis</td>
<td>Web projects</td>
<td>Projects from Tukutuku database and interview with one practitioner</td>
<td>Practitioner agreed with interpretation of productivity of the results for 12 out of 13 projects; the model is stable as removal of high influence projects does not result in major changes, though explanatory power increases</td>
<td>7</td>
</tr>
<tr>
<td>[46]</td>
<td>2007</td>
<td>Partial least-square based analysis</td>
<td>Reliability analysis of the factors and its related indicators; bootstrap (stepwise) procedure of partial least-square analysis</td>
<td>Large-scale information system developers, 9 of 11 have more than 1000 employees, 10 organizations more than 50 IT staff, one company with more than 100 developers</td>
<td>110 surveys of information system developers with 60 responses received</td>
<td>Explanatory value of the model derived (measured as $R^2$) is 0.634. Significant: product and project related factors; insignificant: IT and environmental factors</td>
<td>7</td>
</tr>
</tbody>
</table>

et al. [46] used factors with several variables (indicators) associated to them to create a productivity model. The weights were calculated using partial least-square analysis. The finding was that project and product related factors were significant, while IT and environmental factors were not.

6.1.2. Simple input/output ratios

An overview of productivity measures using simple input/output ratios is provided in Table 5. Yu et al. [18] proposed composed lines of code productivity where lines of code and effort are split into different components, e.g. lines of code is split into new, reused, and changed code. As shown in Table 5 several improvement actions have been triggered by the measurement. Chatman [23] introduced the concept of change point productivity. A change point represents a change on modules on the lowest abstraction level, further details on the approach being provided in the complementary material [5]. The researchers found that change points have advantages over function points (see Table 5), as change points remove technology dependency and are less prone to bias due to more objective counting rules. The study of Maxwell et al.
Factors
Arnold and Pedross [47] evaluated use case point productivity. They found that process productivity showed that process productivity better than use case productivity. A comparison of process productivity with use case productivity and found productivity to be better due to variance in complexity and documentation of use cases (see Table 5). Bok and Raman [20] evaluated function point productivity and identified several issues in the studied company. The issues were mainly related to counting of function points. Kitchenhem et al. [21] reflected on function point productivity measurements and discussed problems and solutions related to them. The problems identified in their study were mainly related to the comparability of projects and the loss of information when building ratios of two variables. A number of countermeasures have been proposed (see Table 5).

6.1.3. Data envelopment analysis
Studies that evaluated data envelopment analysis as an approach for measuring productivity are summarized in Table 6. Banker et al. [48] proposed a stochastic data envelopment analysis approach, which takes into account that a deviation from the production frontier is not only caused by efficiencies, but also by other factors (e.g. measurement errors). The approach was compared to regression-based analysis, comparing the weights the models produced (see Table 6). The paper makes an important contribution by recognizing that deviation can be attributed to error, but no solution of quantifying error to inefficiency was proposed. Mahmood et al. [49] evaluated data envelopment analysis CRS. The research-

Table 5
Quantifying productivity based on simple input/output ratio.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Approach</th>
<th>Evaluation</th>
<th>Context</th>
<th>Data source</th>
<th>Outcome</th>
<th>Rigor</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>1991</td>
<td>Composed lines of code productivity</td>
<td>Proof of concept through application and observed improvements (though not quantified)</td>
<td>Company: AT&amp;T; system size: several million LOC; effort dev. 75% to effort and productivity 25%; system: distributed architecture in a real-time system; programming language: C; process: waterfall</td>
<td>Project productivity database from AT&amp;T for one product</td>
<td>Concrete improvements made based on productivity measures (e.g. increased stability and completeness of requirements specification, better traceability, etc.)</td>
<td>4</td>
</tr>
<tr>
<td>[23]</td>
<td>1995</td>
<td>Change point productivity</td>
<td>Proof of concept by application of the approach in industry and comparative reflection with other methods by the author while introducing productivity measures at the company</td>
<td>Data source are logs and databases maintained at the company; researcher actively involved in the company in implementing productivity measures</td>
<td>Change points reduce the bias observed in function points; can be easily counted, have high stability; they allow for overlapping process steps, independence of implementation in different programming language, and possibility of automated counting</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>[17]</td>
<td>1996</td>
<td>Lines of code productivity vs. Process productivity</td>
<td>Evaluate whether variables explain variation in the two types of productivity.</td>
<td>Domains investigated in the survey were military (39%), space (28%), industrial (24%), and others (25%)</td>
<td>Result: no evidence that supports the superiority of process productivity measurement</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>[47]</td>
<td>1998</td>
<td>Ratio of use case points and effort</td>
<td>Evaluation through industry feedback (check acceptance of the approach in industry)</td>
<td>Banking domain, Application sizes of 200–4000 use case points. Duration of projects 1–1.5 years</td>
<td>23 projects at the bank. Data collected from an 64 evaluation questionnaires and 11 post benchmark interviews with project managers</td>
<td>Positive: method accepted at the studied company and measures considered reliable. Negative: scenario modeling in use cases not well understood; projects differ in completeness; use cases not up-to-date; high variety in requirements complexity; ambiguous descriptions complicate reproduction of measures; fragmentation of using different models leads to inconsistencies</td>
<td>3</td>
</tr>
<tr>
<td>[20]</td>
<td>2000</td>
<td>Function point productivity</td>
<td>Practitioners feedback and observations made by the researchers</td>
<td>Large-scale information system department with a variety of different applications at of ECHO (company)</td>
<td>Interviews, checking of the databases containing the FP-data, and observations of meetings in which data was discussed</td>
<td>Problems: high fluctuation in measurement results that cannot be explained; inability to compare results with other companies; measurements contradict with perceived productivity; many tasks require effort and are not reflected in function points; user management is not involved</td>
<td>4</td>
</tr>
<tr>
<td>[21]</td>
<td>2007</td>
<td>Function point productivity</td>
<td>Evaluation based on measures taken at the company and the reflections of the researchers</td>
<td>Application Management Services group IBM Australia Application Management Services (CMM level 5)</td>
<td>Data set provided by application management services group for researchers to reflect on and provide feedback</td>
<td>Problems: productivity data seldom normally distributed with large spread of data; aggregation of data destabilizes mean; averaging two unrelated variables leads to unstable results; when plotting single productivity values important information is lost. Recommendations: use scatter plots for univariate analysis; transform data to achieve normality; analyze data from similar projects</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 6
Quantifying productivity based on data envelopment analysis.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Approach</th>
<th>Evaluation</th>
<th>Context</th>
<th>Data source</th>
<th>Outcome</th>
<th>Rigor</th>
</tr>
</thead>
<tbody>
<tr>
<td>[48]</td>
<td>1991</td>
<td>Stochastic Data Envelopment Analysis</td>
<td>Comparison with parametric estimation of coefficients; sensitivity analysis</td>
<td>Financial transaction processing system</td>
<td>65 maintenance projects at Canadian bank</td>
<td>Weights of stochastic DEA and parametric model for production function are similar; value of weights is similar with different ratios of error due to inefficiencies and weights; factors with greatest impact on the objective function can be evaluated by omitting variables (most important factors are use of structured methodology and good response time)</td>
<td>8</td>
</tr>
<tr>
<td>[49]</td>
<td>1996</td>
<td>Data Envelopment Analysis CRS/ additive</td>
<td>Proof of concept by applying DEA and reflection on it</td>
<td>Information Systems</td>
<td>78 commercial software projects</td>
<td>Observations: magnitude of inefficiency identified (efficient projects outperformed efficient ones by ratio of as much as 10–1); given the split of time between phases it becomes clear which phases need improvement; too little time in one phase can lead to high consumption in another phase; Implications: pre-requisite is consistency of measures (e.g. same way of counting inputs and outputs); productivity is multi-dimensional and model need to consider this; focus on time spent to identify improvement opportunities; use and re-iterate DEA to continuously improve productivity DEA VRS identifies more reference projects (six) in comparison to CRS (one) indicating that it is not meaningful to compare projects of different sizes; sensitivity analysis indicated robustness of DEA with regard to the production frontier; DEA is better than regression as regression identifies large/small projects as the best/worse performers</td>
<td>7</td>
</tr>
<tr>
<td>[24]</td>
<td>2003</td>
<td>Data Envelopment Analysis CRS/ additive</td>
<td>Sensitivity analysis; confirmation of results with practitioners; comparison with regression based analysis</td>
<td>ERP projects delivering software and business re-engineering</td>
<td>48 completed ERP (multivariate) and Albrecht-Gaffney data set (univariate)</td>
<td>Efficient role models as well as reference data sets do not change when identifying efficient tasks; removal of frontiers from data set does not change magnitude of inefficiency identified through peer weights; variable and constant returns to scale model more sensitive</td>
<td>8</td>
</tr>
<tr>
<td>[50]</td>
<td>2004</td>
<td>Data Envelopment Analysis (CRS and VRS, multivariate)</td>
<td>Comparison of efficiency scores between VRS; evaluation of impact of size; comparison of ratio-based vs. DEA</td>
<td>Maintenance projects fixing the Y2K problem</td>
<td>66 software development projects of a Canadian bank</td>
<td>Sensitivity analysis indicates robustness of DEA to model need to consider this; focus on time spent to identify improvement opportunities; use and re-iterate DEA to continuously improve productivity DEA VRS identifies more reference projects (six) in comparison to CRS (one) indicating that it is not meaningful to compare projects of different sizes; sensitivity analysis indicated robustness of DEA with regard to the production frontier; DEA is better than regression as regression identifies large/small projects as the best/worse performers</td>
<td>7</td>
</tr>
<tr>
<td>[25]</td>
<td>2005</td>
<td>Data Envelopment Analysis (CRS and VRS, multivariate)</td>
<td>Comparison of DEA VRS and CRS; inspection of the data as indicator of whether the strong performers have been identified; ability of DEA to identify reference tasks</td>
<td>10 student exercises evaluated using the personal software process</td>
<td>Student's recordings from their execution of the process</td>
<td>Efficiency role models as well as reference projects for inefficient tasks could be identified through peer weights; variable returns to scale model more sensitive when identifying efficient tasks; removal of frontiers from data set does not change mean significantly which indicates model stability</td>
<td>5</td>
</tr>
<tr>
<td>[52]</td>
<td>2006</td>
<td>Data Envelopment Analysis VRS</td>
<td>Proof of concept by applying DEA on data and reflection</td>
<td>Domain: bank</td>
<td>158 completed projects from ISBSG dataset and 43 projects from case company</td>
<td>Observations: magnitude of inefficiency identified is 16–28% depending on selected outputs; up to 53–60% improvement potential identified; important to include time as a pre-requisite is consistency of measures (e.g. same way of counting inputs and outputs); productivity is multi-dimensional and model need to consider this; focus on time spent to identify improvement opportunities; use and re-iterate DEA to continuously improve productivity DEA VRS identifies more reference projects (six) in comparison to CRS (one) indicating that it is not meaningful to compare projects of different sizes; sensitivity analysis indicated robustness of DEA with regard to the production frontier; DEA is better than regression as regression identifies large/small projects as the best/worse performers</td>
<td>4</td>
</tr>
<tr>
<td>[53]</td>
<td>2007</td>
<td>Data Envelopment Analysis (CRS and VRS, multivariate)</td>
<td>Evaluation of hypotheses regarding ability to identify efficient tasks and reference data sets; comparison of VRS and CRS model; sensitivity analysis</td>
<td>Research and development organization (CMMI level 4)</td>
<td>Data from 30 completed development tasks (recorded with SoftPM tool)</td>
<td>Efficiency role models as well as reference projects for inefficient tasks could be identified through peer weights; variable returns to scale model more sensitive when identifying efficient tasks; removal of frontiers from data set does not change mean significantly which indicates model stability</td>
<td>6</td>
</tr>
</tbody>
</table>

Stensrud and Myrveit [24] used DEA CRS and VRS to analyze different data sets. They argued that VRS is more sensitive in identifying suitable reference projects, and that DEA is robust with regard to the sensitivity analysis conducted. Furthermore, DEA is better than regression as it is not biased towards the majority of projects. Van and Paradi [50] compared DEA VRS and DEA CRS models, evaluated the impact of size on the production frontier, and compared DEA VRS with ratio-based measurements. They observed inefficiencies and located phases where improvements are needed. The implications of the study are summarized in the table.
found that (1) the data they studied observed DEA VRS behavior, (2) size has an impact on the production frontier when grouping projects into small, medium, and large, and multivariate analysis is not well supported by ratio-based measures. Liping et al. [25] analyzed DEA VRS and CRS applied to development tasks in student projects. Their conclusion was that DEA VRS and CRS agreed on most tasks on the production frontier except one, but the observation of the data indicates decreasing returns to scale. Limitations observed in their discussion were model sensitive to outliers, no comparison to theoretical maximum, and no confidence intervals as the method is non-parametric. Asmid et al. [52] applied DEA VRS and CRS comparison to theoretical maximum, and no confidence intervals the accuracy increased further (see Table 7). The intervals were determined by using the log-normal distribution assumed by the COCOMO model. In result the model achieved to classify over 50% of all projects correctly based on the project characteristics. Considering neighboring intervals the accuracy increased further (see Table 7). The complementary material [5] contains further details on the construction of the Bayesian Network used in the study.

6.1.5. Earned value analysis

Kadary [27] introduced earned value analysis as a measure of productivity from a value-adding perspective to the software product throughout the software development life-cycle. The paper illustrates potential root-causes for poor productivity performance that were identified using the earned value analysis as a driver. The author summarized the benefits of the approach in his reflections: (1) the measurement has a focus on delivery of product value rather than focusing on specific activities; (2) the root-cause identification and measurements help to justify improvement actions; and (3) the measure is sensitive in detecting unproductive work (see Table 8).

6.1.6. Statistical process control

Three studies using statistical process control for predictive purposes are shown in Table 9. Humphrey and Singpurwalla [55] introduced time-series analysis and moving averages in order to...
predict productivity of individual programmers. The authors conclude that their approach evaluated in different scenarios allows to detect sharp shifts in productivity performance with an initially large error that quickly disappears. The study by Ruan et al. [53] proposes a modification to the approach by Humphrey and Singpurwalla [55] by changing the way the autoregressive parameters are estimated. The change leads to an improvement of 6.04% with regard to the estimation error. Baldassare et al. [36] proposed to combine static models with dynamic calibration (DC), DC being concerned with when an estimation model has to be recalibrated. The result of the study showed that the approach is able to detect shifts in process performance, and it recognizes when an estimation model should be recalibrated. A comparison with other estimation approaches (dynamic calibration without statistical process control, and estimation by analogy) showed that the proposed model is more accurate.

6.1.7. Balanced scorecard
List et al. [56] investigated balanced scorecards as a tool to measure the performance of software development considering different stakeholders. The measures were based on the goals of the stakeholders, each stakeholder representing a dimension. The evaluation through action research showed that the introduction of the scorecard was beneficial. The scorecard became part of everyday work and was the driver for improvement discussions. Problems became visible and actions were taken to tackle them. One

| Table 10 Quantifying productivity based on balanced scorecard. |
|---|---|---|---|---|---|
| Ref. | Year | Approach | Evaluation | Context | Data source | Outcome | Rigor |
| [56] | 2005 | Balanced Scorecard for Software Engineering | Action research by participation of research team in introduction of balanced scorecard and interviews | Multinational organization in production domain | Observations made throughout action research in company studied and interviews with key process stakeholders one year after introduction | Measurements adopted in everyday work; interviewees reported that they were able to identify problems and improve positively; transparency improved from strategy down to metrics | 4 |

| Table 11 Quantifying productivity based on metric spaces. |
|---|---|---|---|---|---|
| Ref. | Year | Approach | Evaluation | Context | Data source | Outcome | Rigor |
| [30] | 2005 | Metric Space for programmers based on accumulated work | Evaluation of method in lab based on student performance | Two students conducting parallel programming | Data from students in graduate-level course solving a programming assignment; data collection at each compilation | Approach allowed seeing difference between productivity over time as well as different approaches of achieving the work task | 3 |

| Table 12 Quantifying productivity based on continuous/system dynamic models. |
|---|---|---|---|---|---|
| Ref. | Year | Approach | Evaluation | Context | Data source | Outcome | Rigor |
| [57] | 1985 | Continuous simulation of size and effort | Application on a numerical example to apply dynamic simulation | N.A. | Hypothetical dataset | Model was able to provide confidence intervals for the selected example, the main feature of the model being that it is able to show the probability of occurrence/density with regard to productivities | 5 |
| [58] | 1997 | System dynamics model | Sensitivity analysis by varying multiple input parameters to model; confirmation of model reaction by 23 practitioners and empirical knowledge; comparison of estimation with actuals of a real project | Calibration project: 128,000 LOC, 1621 work weeks, 95 weeks project duration, staff size 18 people. Comparison with actuals: system: the CORE/AGSS system was designed and implemented to support the CORE spacecraft mission, Duration: 2 years; size: 94k LOC estimated and 163kLOC actual; language: Fortran and Assembler; waterfall development | Interviews for model construction; COCOMO data-set for sensitivity analysis; real-world project for comparison with actuals | 6 |
| [59] | 1998 | Systems dynamic simulation model based on learning | Test whether what-if scenarios lead to expected results | Prediction of productivity for different scenarios based on different knowledge levels and learning abilities of developers, and the type of knowledge required | Hypothetical dataset based on scenarios | Scenarios show expected results, e.g. developers with lower knowledge level are less productive than with high level | 5 |
| [34] | 2008 | System dynamics simulation model based on reusable patterns | Execution of model with hypothetical scenarios investigating whether model is in-line with well known facts | Evaluation of scenario helping manager in deciding on a combination of verification/validation techniques | Calibration based on empirical data | Results are consistent with empirical evidence when performing verification and validation activities (e.g. early quality assurance increases software quality); model provides flexibility and reuse of patterns to build models efficiently; model takes different dimensions into consideration (i.e. not over-simplifying) | 5 |
example improvement was customer communication. In addition, the linkage of measurements to strategies becomes clearer (see Table 10).

6.1.8. Metric space

Numrich et al. [30] suggested a metric space to measure individual programmer productivity, capturing the cumulative work function of each programmer and the calculated distance between programmers. The performance of different programmers was evaluated and the comparison showed that the approach is able to quantify the contribution of programmers and to capture distances between them. The visualization of the accumulated work effort also showed different approaches of how programmers achieve their tasks (see Table 11 and the complementary material for further details).

6.2. Simulation-based models

6.2.1. Continuous/system dynamic models

Table 12 provides an overview of studies evaluating continuous models to predict software productivity. Romeu [57] built a simulator that pools confounding factors into a single random variable that adjusts values of size and effort by the random variable. Running the simulation several times will produce pairs of predicted size and predicted effort. The calculation of the pairs allowed to compute confidence intervals. The approach was applied on a numerical example and was able to show the probability of how likely it is to achieve a certain productivity. Lin et al. [58] introduced a dynamic simulation model consisting of four components, namely production model, schedule model, staff and effort model, and budget/cost model. Functions determine progress, productivity rate, learning factor, etc. The results showed that the model behaved as expected for different improvement scenarios, the results being in line with literature and were agreed on by practitioners.

6.2.2. Event-based models

An overview of event-based models for productivity prediction is provided in Tables 13 and 14. Raffo [60] introduces a state-based simulation model, consisting of three components, namely functional perspective, behavioral perspective, and organizational perspective. The model was tested to determine the impact of introducing inspections. The outcome showed that the quality...
was improved and error detection capability increased, which was in line with empirical facts. Raffo et al. [31] applied state-based simulation on the same process as presented in study [61]. The hypothetical improvement achieved by the model was 92,000 dollar of cost savings. Claimed improvements due to the model were (1) support in achieving higher CMM levels; (2) model required clear definition of metrics; (3) support in getting a buy-in from management for improvement actions; (4) improved visibility and understandability of the process. Raffo et al. [61] developed a discrete event simulation model. The model consists of the development activities preliminary design, detailed design, and code and unit testing. The model was linked to a corporate database continuously updating the parameters of the model. The researchers reported that the linkage of the data to the repository allowed continuous predictions based on real-time data improving predictive accuracy, though the increase in accuracy was not quantified in the study. Raffo et al. [62] used discrete event simulation using stochastic data for each simulation run, i.e. the data input for the calibration of the model was drawn from probabilities. For the evaluation of the outcome of the model the researchers proposed to define control limits based on management targets. The application of the approach in industry showed that the model allowed identifying deviations from the target values. Regarding the accuracy of the model the researchers mentioned that the model was accurate in predicting past performance, but no numbers are presented. Münk and Armbrust [35] built a simulation model for a software inspection process based on discrete event simulation. The accuracy of the model was evaluated by comparing the results of the simulation run with results of an actual experiment where students used different reading techniques (ad-hoc, perspective-based reading) on a requirements document. The result showed that there were only minor difference in the team detection rate between simulation and actuals.

6.2.3. Hybrid simulation

Donzelli and Iazeolla [33] introduced a simulation model with two abstraction levels. On the first abstraction level the overall development process flow is modeled as a queuing network. On the second abstraction level each activity (server) was designed as a dynamic model. The dynamic model calculated random development size, effort, release time, and injected defects based on a given distribution (in this case a Gaussian-like probability distribution). The performance attributes that can be predicted by the simulation are effort, lead-time, and rework. In the first publication [33] the model was tested for three different strategies for defect detection, i.e. focus on early, middle, and late defect detection. As can be seen in the table providing an overview of the non-deterministic models the outcome showed expected results. The second publication [32] is based on the same model and simulation runs, but in addition evaluates the impact of instable requirements on the performance attributes of the process. The result here was also as expected, given that a waterfall model was implemented in the simulation. For an overview of hybrid simulation studies, see Table 14.

7. Discussion

7.1. Practical implications (reactive)

In the studies focusing in simple input/output ratios a number of problems were raised with regard to the different measurement approaches. The problems were reported for lines of code productivity and function point productivity.

- **Lines of Code Productivity**: As shown in [18] lines of code productivity consists of different components for output (new lines of code, modified lines of code, etc.) and effort (maintenance effort, new development effort, and so forth). Not making explicit which components are considered leads incomparability of measures when benchmarking. Hence, [18] makes an important contribution by making the decomposition of the measures of lines of code and effort explicit. Another problem related to lines of code productivity is the variance of the measure between programming languages, as well as within the same programming language (cf. [23]). The variance within the same language could be due to that a programmer is capable to develop the same functions with fewer lines of code than another programmer, or due to different coding styles. This variance further complicates the use of lines of code productivity in benchmarking.

- **Function Point Productivity**: Function point productivity is subjected to potential bias when measuring the output by counting the function points. Reported problems were that not all development effort is counted as function points (zero function points), the calibration of the model heavily relies on the skills of the counter and is influenced by subjective judgment [23,20]. A consequence was high fluctuation due to measurement error [20]. Kitchenham et al. [21] also reported high fluctuation and observed that the data is often not normally distributed which further increases the variance. However, in the case reported in [21] the main problem discussed was not the measurement error, but the loss of information when aggregating productivity calculations from several projects.

- **General**: A general problem of both function point and lines of code productivity is that measuring two unrelated variables (e.g. size and effort) can be misleading [23,21]. As we saw in previous studies on predictive models not all studies identified size as a predictor of productivity (cf. [46,17]). Furthermore, all approaches are subjected to the risk of lack of rigor when collecting productivity data in an industrial context [20].

In order to address the above mentioned problems a number of improvement proposals have been made, namely change points

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Approach</th>
<th>Context</th>
<th>Data source</th>
<th>Outcome</th>
<th>Rigor</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>1999</td>
<td>Queuing based simulation combined with dynamic systems model</td>
<td>Evaluation of theoretical example (waterfall) by testing the effect of a early, middle, and late defect detection policies</td>
<td>Waterfall model consisting of the steps specification, high level and low level design, implementation, system test, and acceptance test</td>
<td>Input fictitious data</td>
<td>Expected results were obtained for the different policies, i.e. focusing effort on early detection reduces lead-time and effort, and changes effort distribution towards early phases</td>
</tr>
<tr>
<td>[32]</td>
<td>2001</td>
<td>Queuing based simulation combined with dynamic systems model</td>
<td>Evaluation of theoretical example (waterfall) by testing the effect of a early, middle, and late defect detection policies</td>
<td>Waterfall model consisting of the steps specification, high level and low level design, implementation, system test, and acceptance test</td>
<td>Input fictitious data</td>
<td>Requirements stability yields expected impact considering waterfall environment (substantial increase in effort and delivery time, rework percentage, and defect density with a drop in productivity)</td>
</tr>
</tbody>
</table>

Table 14. Hybrid simulation.
[23], process productivity [63], use case points, and a number of suggestions of how to avoid productivity measures to be misleading [21]. Change points as a measure of output [23] removes technology dependency. Furthermore, change points reduce bias due to objective counting rules not relying on subjective ratings. However, to judge to what degree change points really solve the problems inherent in function points and lines of code productivity further empirical studies are needed. Process productivity was proposed as an improvement of lines of code productivity by incorporating the variables skill-factor and development time in the equation. However, as shown in [17] the addition of variables to the equation did not increase the ability of the productivity measure in capturing productivity change due to related productivity factors such as type of system, storage constraints, time constraints, and so forth [17]. Kitchenham et al. [21] stressed that it is important to not only look at the calculated end result of output and input. Instead, the data should better be illustrated in form of a scatter plot to not be misleading. The scatter plot allows seeing and comparing similar projects. When aggregating productivity data the collected measures should be log transformed to make them more normal and to control the large degree of variability.

The simple ratio measures are univariate. As mentioned earlier software development is characterized as multivariate with multiple inputs and outputs. A solution to capture multiple outputs through multiple size measures was proposed by Kitchenham and Mendes [37]. They showed how to construct a ratio based productivity model taking multiple outputs into consideration and weight them. The data set was based on web projects, which means that outputs such as number of web pages and number of images were considered. However, there is no reason to assume that the model cannot be used for different types of software systems. The study investigated a high number of projects and provides a promising way of considering multiple outputs in ratio based productivity analysis. However, the accuracy of the model was only evaluated based on one practitioner’s perception, which means that further studies are needed to further validate the approach.

Data envelopment analysis is solely used as a reactive method to software productivity and is able to consider multiple inputs and multiple outputs. That is, the strength of data envelopment analysis is the ability to handle multivariate analysis. In the case of univariate analysis a production frontier can be identified by observing a scatter plot, also making sure that only comparable projects are benchmarked [24]. However, in the multivariate case a visual inspection is not possible. Hence, the method provides a solution for the multivariate case as no visual examination is possible [24,49]. Furthermore, the applications have shown that the method is able to identify a production frontier as well as reference projects [24,25,50,49]. Three issues have been raised. First, data envelopment analysis was considered superior as regression analysis was considered superior to simple ratio-based analysis. Data envelopment analysis was also considered superior to simple ratio-based analysis, data envelopment analysis being more fine-grained and sensitive in identifying relevant reference projects. Ratio based analysis also suffers from the problem that large projects will be extreme performers and appear to be either efficient or inefficient. This problem appears if data is analyzed directly, and not with the help of scatter plots. Furthermore, when trying to capture a multivariate case in ratio analysis multiple ratios have to be calculated for each output providing multiple indicators making it difficult to judge which projects are the most efficient ones [50,24,49]. Ratio based analysis has the underlying assumption of constant returns to scale. In the analyzed data sets variable returns to scale were used as well [53,24,50], in particular the variable returns to scale version of data envelopment analysis was more sensitive in capturing frontier projects [24]. Similar efficiency scores obtained by variable returns to scale and constant returns to scale point to similarities. In practice, a large deviation between the two was identified [50]. Given that the variable return to scale models performed better in identifying a production frontier than the constant return to scale models, we could assume that data envelopment analysis also performs better than ratio-based analysis. However, it is not clear whether the underlying data set can be characterized as having variable or constant returns of scale. One explanation for observing variable returns of scales could be that the outer limit of the data is distributed differently. Overall, there are many methodological issues hindering us in order to decide whether there exist economies of scale in software development (see, e.g., [51]), such as selection of hypotheses tests, partitioning of data sets, or the consideration/treatment of underlying assumptions made by productivity measurement approaches. Hence, no definitive answer can be given here.

Based on the observations we can provide the following recommendations for practitioners:

- In the univariate case it is important to be aware of high variances and difficulties when comparing productivities. Hence, it is important to carefully document the context (e.g., coding guidelines, programming language, etc.) to be able to compare between projects. Furthermore, the comparison should not be done solely on the productivity value, but it is recommended to draw a scatter diagram based on inputs and outputs to assure comparability of projects with respect to size. In other words, the calculated end-result of ratios hides information.

- When comparing it should be made clear what output and input contains, as provided in the example of lines of code productivity. It is important to be explicit about which lines of codes are included (e.g., new, modified, blanks, etc.). Otherwise, it is not clear whether a comparison between two projects would be fair.

- When possible use multivariate analysis given the data is available as throughout the software process many outputs are produced. Otherwise, the productivity is biased towards one activity (e.g., number of lines of code produced). For the analysis of the multivariate case data envelopment analysis can be recommended based on the evidence, specifically with respect to the quality of the studies considering rigour. The main concern regarding data envelopment analysis was its sensitivity to outliers and the violation of assumptions made by DEA. However, in the evaluations the method turned out to be robust with regard to the production frontier. Also, practitioners agreed on the frontier [24] and the mean efficiency scores stayed stable [53]. Two studies compared data envelopment analysis with other approaches, namely regression analysis [21] and ratio-based measurement [50]. With regard to regression data envelopment analysis was considered superior as regression does not provide peer values and was not able to identify all reference projects [24]. Data envelopment analysis was also considered superior to simple ratio-based analysis, data envelopment analysis being more fine-grained and sensitive in identifying relevant reference projects. Ratio based analysis also suffers from the problem that large projects will be extreme performers and appear to be either efficient or inefficient. This problem appears if data is analyzed directly, and not with the help of scatter plots. Furthermore, when trying to capture a multivariate case in ratio analysis multiple ratios have to be calculated for each output providing multiple indicators making it difficult to judge which projects are the most efficient ones [50,24,49]. Ratio based analysis has the underlying assumption of constant returns to scale. In the analyzed data sets variable returns to scale were used as well [53,24,50], in particular the variable returns to scale version of data envelopment analysis was more sensitive in capturing frontier projects [24]. Similar efficiency scores obtained by variable returns to scale and constant returns to scale point to similarities. In practice, a large deviation between the two was identified [50]. Given that the variable return to scale models performed better in identifying a production frontier than the constant return to scale models, we could assume that data envelopment analysis also performs better than ratio-based analysis. However, it is not clear whether the underlying data set can be characterized as having variable or constant returns of scale. One explanation for observing variable returns of scales could be that the outer limit of the data is distributed differently. Overall, there are many methodological issues hindering us in order to decide whether there exist economies of scale in software development (see, e.g., [51]), such as selection of hypotheses tests, partitioning of data sets, or the consideration/treatment of underlying assumptions made by productivity measurement approaches. Hence, no definitive answer can be given here.

Based on the observations we can provide the following recommendations for practitioners:

- In the univariate case it is important to be aware of high variances and difficulties when comparing productivities. Hence, it is important to carefully document the context (e.g., coding guidelines, programming language, etc.) to be able to compare between projects. Furthermore, the comparison should not be done solely on the productivity value, but it is recommended to draw a scatter diagram based on inputs and outputs to assure comparability of projects with respect to size. In other words, the calculated end-result of ratios hides information.

- When comparing it should be made clear what output and input contains, as provided in the example of lines of code productivity. It is important to be explicit about which lines of codes are included (e.g., new, modified, blanks, etc.). Otherwise, it is not clear whether a comparison between two projects would be fair.

- When possible use multivariate analysis given the data is available as throughout the software process many outputs are produced. Otherwise, the productivity is biased towards one activity (e.g., number of lines of code produced). For the analysis of the multivariate case data envelopment analysis can be recommended based on the evidence, specifically with respect to the quality of the studies considering rigour. The main concern regarding data envelopment analysis was its sensitivity to outliers and the violation of assumptions made by DEA. However, in the evaluations the method turned out to be robust with regard to the production frontier. Also, practitioners agreed
Table 15  Reactive approaches summary.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Evaluation summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple ratio</td>
<td>Provides insight in comparability between projects for the univariate case when plotted in form of scatter plots [21]</td>
<td>Potentially measuring two unrelated variables (size and effort) (see diagreement of [17] vs. [43,44])</td>
<td>Different domains and contexts in each paper on ratio-based measurement: real-time systems [18], military/space/industrial [17], application management/information systems [21,20] and banking domain [47]</td>
</tr>
<tr>
<td>DEA</td>
<td>Multivariate analysis (multiple outputs, multiple inputs) is supported, which has been demonstrated in all DEA studies included</td>
<td>Software engineering data sets are likely to violate assumptions of DEA (no account for measurement error, all relevant input variables probably not captured, data points often do not represent independent projects with autonomy regarding inputs) [51]</td>
<td>Primary information systems investigated (financial transaction processing [48], ERP [24], banking information system [49,50,52])</td>
</tr>
</tbody>
</table>

7.2. Practical implications (predictive)

Studies on weighting productivity factors focused on information systems with the purpose of supporting management (cf. [46,45,43]). The studies approached the problem of identifying productivity in a similar manner by evaluating the explanatory power of the model. It is shown that all models provide a high explanatory power for the variance of productivity in their environments, which is true for the studies by Foulds et al. [46], Moraasca and Russo [45], Maxwell et al. [17] and Jeffery [43] (see Table 4). The studies were based on the ideas in regression analysis. The studies identified factors explaining the variability of the productivity in the context studied, which is an indicator for their predictive ability. The following variables were identified:

- Project factors (management and leadership, user participation, quality assurance, resource availability, test standards) and product factors (documentation availability, batch vs. real-time systems) have significant impact (measured on Likert scale) [46].
- Function points, experience, availability of development time are significant predictors [45].
- Lines of code and maximum staff as dominating factors, and average team attitude to the project and average procedural language experience with minor impact on the productivity [43].
- Company, development language, type of system (category), storage constraints, time constraints, tools, and reliability requirements [17].
- System size and team size [44].

It is visible that the more classical studies from the 1980s and early 1990s [46,43] both share a measure of size and experience in their model, while the new study from 2007 [46] adds other variables to the model.
been found in the literature [58,59,34]. A limitation is that the with regard to variables as only size and effort were simulated. The ered in the models. The solution presented in [57] was very limited but further evaluations of the approaches are required.

The event-based models using queuing/discrete event or state-based simulation [31,61,62] all applied the simulation models in an industrial context and provided positive results, such as the support of simulation helps to achieve higher CMM levels [31], aids in getting a buy-in for change initiatives [31], aid in understand-ability [31], and accurate prediction of past performance [62]. The study presented in [62] reported that predictive accuracy could be improved when continuously updating the simulation model by linking it to a corporate data repository for collected measures. However, the accuracy reported in the studies was not quantified. Only one study using discrete event simulation compared the simulated results with actual data showing that the simulation was very accurate in its predictions [35]. As with the continuous model the study of [35] further supports the conclusion that simulation is capable of predictive accuracy.

Hybrid simulation [33,32] combined queuing simulation with continuous simulation. The simulation was based on fictional data and predicted improvements based on a scenario of changing verification policies, and requirements stability. The impact of the changes resulted in expected results (e.g. focusing effort on early verification reduces lead-time and effort). Hybrid approaches need further validation based on real industrial data in order to make a recommendation with regard to their ability to accurately predict performance.

With regard to the improvement scenarios the results are limited as similar scenarios were evaluated, namely different verification and validation strategies. One possible reason is the good availability of empirical data for the calibration of the model, and knowledge of the effect of different quality assurance strategies on outcome variables such as time and defects. At the same time the ability of the models for different types of improvement scenarios still needs to be shown as well. As different approaches were presented a comparison between them would be of use to learn which way of modeling productivity is more accurate in a variety of industrial contexts.

Based on the observations we can provide the following recommendations for practitioners:

- No generic prediction model can be recommended as studies do not clearly agree on what are the predictors for software productivity. In fact, the predictors might differ between contexts. Hence, companies need to identify and test predictors relevant to their context.
- For the regression analysis we cannot conclude that regression leads to accurate prediction as it has not actually been used for predictive purposes in the identified studies. Instead, the model fitting the existing data best was discovered. In consequence, to be able to give a recommendation on predictive accuracy of regression for software productivity the model should be built on a sub-set of data points, and then predict the remaining data points. Thereafter, the difference between prediction and actual values should be observed and measured.
- Simulation overall provided promising results and the simulation models provided impressive results when being compared with actual data in two studies (cf. [58,35]). Hence, simulation can be suggested as a promising approach. As different simulation approaches were not directly compared with each other no recommendation can be given of which one to choose.
- Time-series analysis/statistical process control also shows good results in identifying sharp shifts in process performance, as well as shifts due to changes in the process. However, as pointed out earlier few data points have been evaluated and hence the empirical evidence should be seen as preliminary.
- With regard to the evaluation we can also observe that different approaches have been evaluated in different contexts and studies have different ages, which makes generalizability of results.

The continuous simulation models were structured in different ways with regard to which components and variables were consid-ered in the models. The solution presented in [57] was very limited with regard to variables as only size and effort were simulated. The models yielded expected results that concur with facts that have been found in the literature [58,59,34]. A limitation is that the studies [57,59,34] did not use the simulation to predict based on an actual industrial case. Only one study [58] compared the simu-lated results with actual data, showing a very promising outcome as there was very little difference between actuals and the simulation. Hence, this study is an indication for the predictable capability of the results, but further studies are needed to strengthen the evidence.

The prediction of a time-series based on an auto-correlation assumption was able to detect sharp shifts in productivity changes quickly with similar error margins for two different scenarios [55]. A modification of the approach in [54] led a an increase in predictive accuracy [54]. The approach illustrated in [36] showed that time-series analysis/control charts are useful in supporting the decision of whether to recalibrate prediction models. The evalua-tion showed that the proposed approach worked well in detecting shifts in process performance. In particular the dynamic calibration approach together with control charts provided more accurate predictions than two other approaches, namely pure dynamic calibration and prediction by analogy. However, the studies of [55,54] relied on a single programmer and only presented few scenarios which limits the generalization of the approach. Overall, process control charts as a basis for prediction show promising results, but further evaluations of the approaches are required.

The continuous simulation models were structured in different ways with regard to which components and variables were consid-ered in the models. The solution presented in [57] was very limited with regard to variables as only size and effort were simulated. The models yielded expected results that concur with facts that have been found in the literature [58,59,34]. A limitation is that the studies [57,59,34] did not use the simulation to predict based on an actual industrial case. Only one study [58] compared the simu-lated results with actual data, showing a very promising outcome as there was very little difference between actuals and the simulation. Hence, this study is an indication for the predictable capability of the results, but further studies are needed to strengthen the evidence.

The continuous simulation models were structured in different ways with regard to which components and variables were consid-ered in the models. The solution presented in [57] was very limited with regard to variables as only size and effort were simulated. The models yielded expected results that concur with facts that have been found in the literature [58,59,34]. A limitation is that the studies [57,59,34] did not use the simulation to predict based on an actual industrial case. Only one study [58] compared the simu-lated results with actual data, showing a very promising outcome as there was very little difference between actuals and the simulation. Hence, this study is an indication for the predictable capability of the results, but further studies are needed to strengthen the evidence.

The continuous simulation models were structured in different ways with regard to which components and variables were consid-ered in the models. The solution presented in [57] was very limited with regard to variables as only size and effort were simulated. The models yielded expected results that concur with facts that have been found in the literature [58,59,34]. A limitation is that the studies [57,59,34] did not use the simulation to predict based on an actual industrial case. Only one study [58] compared the simu-lated results with actual data, showing a very promising outcome as there was very little difference between actuals and the simulation. Hence, this study is an indication for the predictable capability of the results, but further studies are needed to strengthen the evidence.
challenging. Also, there were limitations with regard to evaluation criteria (i.e. most of the time one criterion was used per study). In addition, for simulation very similar scenarios have been evaluated (focus on verification and validation activities), see Table 16. Overall, for practitioners that means that we have indicators for strengths and weaknesses for the different approaches, but no strong evidence. As said earlier, for that similar approaches have to be evaluated in a variety of contexts, so that more data points (studies) in each category are available.

Bayesian Belief Networks [26] have also been identified as a promising approach. However, due to that only one study is available further investigation is needed.

For an overall summary of advantages, drawbacks, and a summary of the evaluation of the approaches see Table 16.

7.3. Future directions impacting productivity measurements

In recent years two paradigms have been emerged which will likely influence productivity measurement and prediction, namely agile software development and value-based software engineering. In agile software development the underlying assumption is that the planning horizon is very limited due to frequent changes in the requirements [64]. To deal with the frequent changes different practices have been introduced, such as time-boxing [65,66]. When using time-boxing the time is fixed (e.g. project is not allowed to last longer than 30 days) and the scope (sets of requirements to be developed) has to be selected in a way that it can be realized within the time box and the given resources. This is a change from prediction done in traditional software development where the scope is determined and based on the scope the productivity is predicted. In the time-box situation the scope has to be predicted to fit into the time-box run by a project with limited resources (e.g. agile and lean recommend small team sizes with a maximum number of team members). As a result this situation has a fixed resource pool and fixed time-box with a variable scope to be selected. Furthermore, in agile development detailed predictions should have a shorter planning horizon (e.g. planning one or two sprints ahead). In consequence, the prediction of productivity changes in comparison to traditional approaches where the overall scope related to a product is estimated early on in the project (predictions done for next couple of sprints with variable scope and fixed time). However, prediction might become more complex from a coordination perspective where many projects running in a time-box have to be coordinated, which adds managerial effort [67]. We cannot say whether productivity measurement and prediction will be harder or easier in the agile context overall. What is important for future work is that the change of the ways of working in agile projects needs to be considered when developing prediction and measurement approaches. For example,
relationships between variables might be different compared to more classical software development approaches, such as plan-driven development.

With the emergence of value-based software engineering [68] the content of an output would not be treated equally, i.e. one output (such as function points) would contain parts of the output being of higher value, and parts of the output being of lower value. Both, value-based approaches and productivity assessment are always important to be considered in software organizations. With regard to productivity and value generation, there might be a potential benefit in combining them instead of seeing them as two separate entities, as we might discover that much of the output is not valuable (e.g. if features are developed, but never used). This would provide insights whether the effort invested provides a valuable outcome. Consequently, the target would not be to produce as much as possible with as little effort as possible, but produce as much value as possible with as little effort as possible.

Eighteen productivity studies included in this review have been published before 2000, and hence do not take recent developments in software engineering research and practice into consideration. For example, for the weighting of productivity factors for prediction four out of seven studies were conducted in the 1980s or 1990s. In consequence, a re-evaluation of factors in the current software engineering context is important. It is also of interest to continuously evaluate new factors that lead to variances in software productivity.

Another direction is the combination of reactive and predictive approaches. One possible example is the combination of simulation and data envelopment analysis. We believe that this is a useful combination as the simulations were of multivariate character with multiple inputs and outputs, which is well supported by data envelopment analysis. For example, the simulation could determine to what degree projects move closer to the production frontier for a variety of improvement scenarios. As observed earlier, in this context it is important to test the accuracy of the prediction to a broader set of improvement scenarios as the previous focus was mainly on quality assurance strategies.

### 7.4. Improvements to studies in productivity research

Fig. 6 shows the frequency of studies having fulfilled the different quality criteria for evaluating the rigor of studies. The figure shows two major areas for potential improvement, namely validity and control group. In the area of validity it is important to capture limitations of the results, so that it is easy to judge the strength of the empirical evidence. An overview of validity threats for different types of studies can be found in [41,69,70] for case study research and [39] for experiments in a software engineering context.

An additional improvement needed is to conduct more comparative studies. This is important to be able to provide recommendations of which approach to select. As was apparent in this review several approaches were able to achieve reasonable results, but there is little indication of which approach performs better than another with few exceptions (cf. [15,17,48,24,50,54]). Furthermore, comparison of the same approaches in similar contexts would support quantitative meta-analysis [71] when aggregating evidence.

Observing Fig. 5 and Table 18 it becomes apparent that only few studies apply different evaluation criteria to judge the accuracy and usefulness of the approach. We would like to point out that multiple criteria would strengthen the results of the studies, e.g. comparison with actual data would capture how precise the method predicts, and practitioner feedback would provide feedback on the practical usage and the consequences taken based on the description.

Another important improvement in reporting productivity studies is to become more consistent in the context descriptions. The studies included in this review all described the context, but have put different emphasis. In response to that we proposed context elements to be covered and explained why they are important for studies on software productivity (see Section 4).

The extraction of relevant information was particularly difficult due to the way many of the studies were reported. That is, information about context, analysis, validity, and so forth was scattered around the papers and hence was troublesome to identify. Therefore, as an improvement to the reporting it is essential to provide the information relevant for systematic reviews in designated sections, thereby making the data extraction for researchers much more efficient. All information with regard to the research methodology (context, data collection methods, analysis methods, validity threats) should be easily identifiable in individual sections. For different research methods reporting guidelines have been provided, for case studies these can be found in [70] and for experiments in [39]. More general information of what is important to report (e.g. context) can be found in [12] and [9].

With regard to the identification of studies in the search and inclusion/exclusion phase structured abstracts would help in identifying studies of relevance as they assure that all important information is available in the abstract (such as background, research method, data sources, and conclusions). Evidence for the usefulness of structured abstracts has been reported in [72].

To understand the return of investment with regard to introducing metric programs focusing on software productivity it is important to report the effort/cost needed in order to implement the metrics in industrial practice. That way, the up-front effort needed to achieve the benefits reported in studies is made explicit. The effort and cost is an important decision criterion for companies when implementing metrics.
8. Conclusion

This systematic review is a synthesis of studies focusing on software productivity measurement and prediction. In total 38 articles were identified with 22 of them being related to prediction and 16 to reactive measurement. In addition to the detailed review a systematic map was created to link the measurement and prediction approaches to evidence, research methods, and abstraction level of measurements. Two main questions were answered in the systematic review part.

What evidence is there for the accuracy/usefulness of the prediction and measurement methods? With regard to reactive measurement the review suggests that simple ratio measures are misleading, and hence should be evaluated with care. One way of avoiding loss of important information is to draw the data in form of a scatter plot capturing the values of input and output for different projects. As software development is multivariate in nature data envelopment analysis was proposed and in the evaluation has turned out to be a robust approach for comparing projects with each other. One of the major benefits of data envelopment analysis is that for inefficient projects it is able to identify the most appropriate reference projects to compare with. In a comparison with ratio-based measurement as well as regression-based measurement data envelopment analysis turned out to be more capable in identifying efficient and inefficient projects. Furthermore, managers using productivity measurements should be aware of potential validity threats related to comparability of measures and measurement error. With regard to productivity prediction the findings suggest that no generic prediction model can be recommended as studies disagree on the factors generating variance in productivity measures. Two simulation studies showed very promising results in simulating a real environment as there was no statistical difference between actual and simulated productivity values. Statistical process control and time-series analysis have shown to be promising approaches in detecting and predicting shifts in productivity.

What recommendations can be given to (1) methodologically improve productivity studies, and (2) improve the packaging and presentation of productivity studies? From a methodological perspective we recommend that: (1) Studies should make use of multiple evaluation criteria as a means for triangulation; (2) Validity threats need to be explicitly addressed; (3) Different approaches should be compared with each other to be able to provide recommendations which one to choose. With regard to the packaging and presentation the studies could improve in the following ways: (1) Become more consistent in the way of describing the context and strive for a high coverage of context elements; (2) A description of information relevant for systematic reviews should be stated in designated sections to ease in data extraction; (3) The use of structured abstracts is encouraged, aiding in the identification and selection of studies.

Besides the answers to the research questions future directions for productivity research were discussed. Important ones to name

Table 17
Quality ratings of studies.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Ref.</th>
<th>Co</th>
<th>DC</th>
<th>V</th>
<th>Cr</th>
<th>CG</th>
<th>A</th>
<th>F</th>
<th>Va</th>
<th>∑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighting</td>
<td>[43]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[15]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[45]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[37]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[46]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Simple ratio</td>
<td>[18]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[23]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[47]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>[20]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[21]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Data envelopment analysis</td>
<td>[48]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>[49]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[24]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>[50]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[25]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[52]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[53]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Bayesian network</td>
<td>[53]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Earned value analysis</td>
<td>[27]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Statistical process control</td>
<td>[55]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[36]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[54]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Balanced scorecard</td>
<td>[56]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Metric space</td>
<td>[30]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Continuous simulation</td>
<td>[57]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[58]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[34]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Event-based simulation</td>
<td>[60]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[31]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[61]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[62]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[35]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Hybrid</td>
<td>[33]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[32]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>
are the use of agile methods, and the emergence of value-based software engineering. As many studies have been conducted before the year 2000 productivity factors need to be re-evaluated in currently operating development organizations. We also suggested a way of how to combine predictive and reactive approaches to productivity quantification.
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Appendix A. Overview of quality rating for studies

The quality rating checked whether the following aspects related to the rigor of the study have reported, the answer to the questions being either yes (value=1) or no (value=0).

- **Context (Co):** Has the context been described? **Minimum criteria:** In evaluation research at least the application domain should be characterized. In simulation studies the application scenario simulated should be described.
- **Data collection (DC):** Were the data collection methods described and are they justified? **Minimum criteria:** The data source is named (e.g. specific project repositories, interview sources) and/or the data collection method has been presented (e.g. industrial case study with interviews with description of interview goal/what questions were asked).
- **Validity (V):** Were validity threats to the study (e.g. a limitation with regard to the reliability of the collected data) discussed? **Minimum criteria:** The articles raises one or more major threats to validity related to the four types o validity (construct validity, conclusion validity, external validity, internal validity).
- **Construction (Cr):** Was there a description of the steps how the model was constructed/the structure of the model? **Minimum criteria:** The process and reasoning for the construction of the model is defined.
- **Control group (CG):** Was there a control group/comparison with another model? **Minimum criteria:** Two approaches to productivity assessment are used and the text contains a reflection on the comparison between approaches (e.g. discussion).
- **Analysis (A):** Did the authors explain how the analysis/interpretation of the collected data was done? **Minimum criteria:** At least statistical approaches and/or evaluation steps the researcher took should be named and shortly described.
- **Findings (F):** Was there a reflection/discussion of the results obtained by the productivity measure? **Minimum criteria:** A discussion section discusses the benefits and limitations of the approaches.
- **Variables (Va):** Were the variables of the model/measurement defined? **Minimum criteria:** The variables used in the model and their measurement scale is defined.

The rating on each of the included articles is shown in Table 17.
Appendix B. Overview of classification of each study

The classification was done based on the scheme presented in this paper. For each of the included articles the classifications regarding approach, purpose, abstraction, evaluation criteria, and research method are summarized in Table 18. The information from this table was used as input for the mapping of the articles.
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