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Context: Software development effort estimation (SDEE) is the process of predicting the effort required to
develop a software system. In order to improve estimation accuracy, many researchers have proposed
machine learning (ML) based SDEE models (ML models) since 1990s. However, there has been no attempt
to analyze the empirical evidence on ML models in a systematic way.
Objective: This research aims to systematically analyze ML models from four aspects: type of ML tech-
nique, estimation accuracy, model comparison, and estimation context.
Method: We performed a systematic literature review of empirical studies on ML model published in the
last two decades (1991–2010).
Results: We have identified 84 primary studies relevant to the objective of this research. After investigat-
ing these studies, we found that eight types of ML techniques have been employed in SDEE models. Over-
all speaking, the estimation accuracy of these ML models is close to the acceptable level and is better than
that of non-ML models. Furthermore, different ML models have different strengths and weaknesses and
thus favor different estimation contexts.
Conclusion: ML models are promising in the field of SDEE. However, the application of ML models in
industry is still limited, so that more effort and incentives are needed to facilitate the application of
ML models. To this end, based on the findings of this review, we provide recommendations for research-
ers as well as guidelines for practitioners.

� 2011 Elsevier B.V. All rights reserved.
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1. Introduction

Software development effort estimation (SDEE) is the process of
predicting the effort required to develop a software system. Gener-
ally speaking, SDEE can be considered as a sub-domain of software
effort estimation, which includes the predictions of not only software
development effort but also software maintenance effort. The termi-
nology software cost estimation is often used interchangeably with
software effort estimation in research community, though effort just
forms the major part of software cost. Estimating development effort
accurately in the early stage of software life cycle plays a crucial role
in effective project management. Since 1980s, many estimation
methods have been proposed in SDEE domain. Jørgensen and Shep-
perd [1] conducted a review which identifies up to 11 estimation
methods used for SDEE. Among them, regression-based method is
found to dominate, and the use of expert judgment and analogy
method is increasing. In recent years, machine learning (ML) based
method has been receiving increasing attention in SDEE research.
Some researchers [2–4] even view ML based method as one of the
three major categories of estimation methods (the other two are ex-
pert judgment and algorithmic model). Boehm and Sullivan [5] con-
sidered the learning-oriented technique as one of the six categories
of software effort estimation techniques. Zhang and Tsai [6] summa-
rized the applications of various ML techniques in SDEE domain,
including case-based reasoning, decision trees, artificial neural net-
works, and genetic algorithms.

Despite the large number of empirical studies on ML models,1

inconsistent results have been reported regarding the estimation
accuracy of ML models, the comparisons between ML model and
non-ML model, and the comparisons between different ML models.
For example, it was reported that the estimation accuracy varies un-
der the same ML model when it is constructed with different histor-
ical project data sets [7–10] or different experimental designs [11].
As for the comparison between ML model and regression model,
studies in [12–14] reported that ML model is superior to regression
model, while studies in [2,15,16] concluded that regression model
outperforms ML model. As for the comparison between different
ML models (e.g., artificial neural networks and case-based reason-
ing), study in [17] suggested that the former outperforms the latter
while study in [18] reported the opposite result.

The divergence in the existing empirical studies on ML models,
the causes of which are still not fully understood up to now, may
prevent practitioners from adopting ML models in practice. Com-
paring with other domains in which ML techniques have been ap-
plied successfully, SDEE domain poses many challenges such as
small training data sets, information uncertainty, qualitative met-
rics, and human factors. Furthermore, the theory of ML techniques
is much complicated than that of conventional estimation tech-
use the term ‘‘ML model’’ in this review to denote ‘‘ML based SDEE method’’.
m may cause confusion since one ML technique identified in this review, i.e.,
sed reasoning (CBR), belongs to lazy learning technique and thus has no
Despite that, we still use this term for descriptive convenience.
niques. Although the research on ML model is increasing in acade-
mia, recent surveys [1,19,20] have revealed that expert judgment
(a kind of non-ML method) is still the dominant method for SDEE
in industry. To facilitate the applications of ML techniques in SDEE
domain, it is crucial to systematically summarize the empirical evi-
dence on ML models in current research and practice.

Existing literature reviews of SDEE can be divided into two catego-
ries: traditional literature reviews and systematic literature reviews
(SLR). The traditional reviews [5,21–26] mainly cover the state-of-
the-art and research trends, whereas the SLRs [1,19,20,27–31] aim to
answer various research questions pertaining to SDEE. To the best of
authors’ knowledge, there is no existing SLR that focuses on ML models,
which motivates our work in this paper. Specifically, we performed an
SLR on ML models published in the period from 1 January 1991 to 31
December 2010. The purpose of this SLR is to summarize and clarify
the available evidence regarding (1) the ML techniques for constructing
SDEE models, (2) the estimation accuracy of ML models, (3) the com-
parisons of estimation accuracy between ML models and non-ML mod-
els, (4) the comparisons of estimation accuracy between different ML
models, and (5) the favorable estimation contexts of ML models. We
further provide practitioners with guidelines on the application of
ML models in SDEE practice.

The rest of this paper is organized as follows. Section 2 describes
the methodology used in this review. Section 3 presents and dis-
cusses the review results. Section 4 provides the implications for re-
search and practice. Section 5 discusses the limitations of this
review. Conclusion and future work are presented in Section 6.

2. Method

We planned, conducted, and reported the review by following
the SLR process suggested by Kitchenham and Charters [32]. We
developed the review protocol at the planning phase of this SLR.
The review protocol mainly includes six stages: research questions
definition, search strategy design, study selection, quality assess-
ment, data extraction, and data synthesis. Fig. 1 outlines the six
stages of the review protocol.

In the first stage, we raised a set of research questions based on
the objective of this SLR. Then, in the second stage, aiming at the re-
search questions, we designed search strategy to find out the studies
relevant to the research questions. This stage involves both the
determination of search terms and the selection of literature re-
sources, which are necessary for the subsequent search process. In
the third stage, we defined study selection criteria to identify the rel-
evant studies that can really contribute to addressing the research
questions. As part of this stage, pilot study selection was employed
to further refine the selection criteria. Next, the relevant studies
underwent a quality assessment process in which we devised a
number of quality checklists to facilitate the assessment. The
remaining two stages involve data extraction and data synthesis,
respectively. In the data extraction stage, we initially devised data
extraction form and subsequently refined it through pilot data
extraction. Finally, in the data synthesis stage, we determined the



Fig. 1. Stages of review protocol.
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proper methodologies for synthesizing the extracted data based on
the types of the data and the research questions the data addressed.

A review protocol is of critical importance for an SLR. To ensure
the rigorousness and repeatability of this SLR and to reduce re-
searcher bias as well, we elaborately developed the review proto-
col by frequently holding group discussion meetings on protocol
design. In the following Subsection 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, we will
present the details of the review protocol. At the end of this sec-
tion, we will analyze the threats to validity of the review protocol.

2.1. Research questions

This SLR aims to summarize and clarify the empirical evidence
on ML based SDEE models. Towards this aim, five research ques-
tions (RQs) were raised as follows.

(1) RQ1: Which ML techniques have been used for SDEE?
RQ1 aims at identifying the ML techniques that have been
used to estimate software development effort. Practitioners
can take the identified ML techniques as candidate solutions
in their practice. For ML techniques that have not yet been
employed in SDEE, researchers can explore the possibility
of using them as potential feasible solutions.

(2) RQ2: What is the overall estimation accuracy of ML models?
RQ2 is concerned with the estimation accuracy of ML models.
Estimation accuracy is the primary performance metric for ML
models. This question focuses on the following four aspects of
estimation accuracy: accuracy metric, accuracy value, data set
for model construction, and model validation method.

(3) RQ3: Do ML models outperform non-ML models?
In most of the existing studies, the proposed ML models are
compared with conventional non-ML models in terms of
estimation accuracy. RQ3 therefore aims to verify whether
ML models are superior to non-ML models.

(4) RQ4: Are there any ML models that distinctly outperform other
ML models?
The evidence of comparisons between different ML models
can be synthesized to determine which ML models consis-
tently outperform other ML models. Thus, RQ4 aims to iden-
tify the ML models with relatively excellent performance.

(5) RQ5: What are the favorable estimation contexts of ML models?
RQ5 aims at identifying the strengths and weaknesses of dif-
ferent ML models. With fully understanding the characteris-
tics of the candidate ML models, practitioners can make a
rational decision on choosing the ML models that favor the
focused estimation contexts.

2.2. Search strategy

The search strategy comprises search terms, literature resources,
and search process, which are detailed one by one as follows.

2.2.1. Search terms
The following steps were used to construct the search terms

[30]:

(a) Derive major terms from the research questions.
(b) Identify alternative spellings and synonyms for major terms.
(c) Check the keywords in relevant papers or books.
(d) Use the Boolean OR to incorporate alternative spellings and

synonyms.
(e) Use the Boolean AND to link the major terms.

The resulting complete search terms are as follows. Note that
the terms of ML techniques mainly come from the textbooks on
machine learning [33–35].
software AND (effort OR cost OR costs) AND (estimat⁄ OR pre-
dict⁄) AND (learning OR ‘‘data mining’’ OR ‘‘artificial intelli-
gence’’ OR ‘‘pattern recognition’’ OR analogy OR ‘‘case based
reasoning’’ OR ‘‘nearest neighbo⁄’’ OR ‘‘decision tree⁄’’ OR
‘‘regression tree⁄’’ OR ‘‘classification tree⁄’’ OR ‘‘neural net⁄’’
OR ‘‘genetic programming’’ OR ‘‘genetic algorithm⁄’’ OR ‘‘bayes-
ian belief network⁄’’ OR ‘‘bayesian net⁄’’ OR ‘‘association rule⁄’’
OR ‘‘support vector machine⁄’’ OR ‘‘support vector regression’’).
2.2.2. Literature resources
The literature resources we used to search for primary studies

include six electronic databases (IEEE Xplore, ACM Digital Library,
ScienceDirect, Web of Science, EI Compendex, and Google Scholar)
and one online bibliographic library (BESTweb). Some other impor-
tant resources such as DBLP, CiteSeer, and The Collection of Computer
Science Bibliographies have not been considered, since they are al-
most covered by the selected literature resources.

The online bibliographic library BESTweb (http://www.
simula.no/BESTweb), which is maintained by Simula Research Lab-
oratory, supplies both journal papers and conference papers on soft-
ware effort estimation. At the time of conducting this review, the
library contained up to 1365 papers that were published in the per-
iod 1927–2009. More details about BESTweb can be found in [1].

The search terms constructed previously were used to search
for journal papers and conference papers in the six electronic dat-
abases. The search terms were adjusted to accommodate different
databases, since the search engines of different databases use dif-
ferent syntax of search strings. The search was conducted on the
first five databases covering title, abstract, and keywords. For
Google Scholar, only title was searched since the full text search
will return millions of irrelevant records.

We restricted the search to the period from 1 January 1991 to
31 December 2010, because the application of ML techniques in
SDEE domain was launched just in the early 1990s. For example,
Mukhopadhyay et al. [36] used case-based reasoning technique,
Briand et al. [37] used decision trees technique, both in 1992.

2.2.3. Search process
SLR requires a comprehensive search of all relevant sources. For

this reason, we defined the search process and divided it into the

http://www.simula.no/BESTweb
http://www.simula.no/BESTweb
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following two phases (note that the relevant papers are those pa-
pers that meet the selection criteria defined in the next section).

� Search phase 1: Search the six electronic databases sepa-
rately and then gather the returned papers together with
those from BESTweb to form a set of candidate papers.

� Search phase 2: Scan the reference lists of the relevant
papers to find extra relevant papers and then, if any, add
them into the set.

Software package Endnote (http://www.endnote.com) was used
to store and manage the search results. We identified 179 relevant
papers according to the search process. The detailed search process
and the number of papers identified at each phase are shown in
Fig. 2.
2 Please contact the authors to obtain the full list of the relevant papers.
2.3. Study selection

Search phase 1 resulted in 2191 candidate papers (see Fig. 2).
Since many of the candidate papers provide no information useful
to address the research questions raised by this review, further fil-
tering is needed to identify the relevant papers. This is exactly
what study selection aims to do. Specifically, as illustrated in
Fig. 2, the study selection process consists of the following two
phases. (Note that in each selection phase, two researchers of this
review conducted the selection independently. If there were any
disagreements between them, a group meeting involving all
researchers would be held to resolve the disagreements.)

� Selection phase 1: Apply the inclusion and exclusion crite-
ria (defined below) to the candidate papers so as to identify
the relevant papers, which provide potential data for
answering the research questions.

� Selection phase 2: Apply the quality assessment criteria
(defined in the next section) to the relevant papers so as
to select the papers with acceptable quality, which are
eventually used for data extraction.

We defined the following inclusion and exclusion criteria,
which had been refined through pilot selection. We carried out
the study selection by reading the titles, abstracts, or full text of
the papers.
Inclusion criteria:

� Using ML technique to estimate development effort.
� Using ML technique to preprocess modeling data.
� Using hybrid model that employs at least two ML tech-

niques or combines ML technique with non-ML technique
(e.g., combining with statistics method, fuzzy set, or rough
set) to estimate development effort.

� Comparative study that compares different ML models or
compares ML model with non-ML model.

� For study that has both conference version and journal ver-
sion, only the journal version will be included.

� For duplicate publications of the same study, only the most
complete and newest one will be included.

Exclusion criteria:

� Estimating software size, schedule, or time only, but with-
out estimating effort.

� Estimating maintenance effort or testing effort.
� Addressing software project control and planning issues

(e.g., scheduling, staff allocation, development process).
� Review papers will be excluded.

By applying the selection criteria in selection phase 1, we iden-
tified 171 relevant papers. Then, by scanning the references in
these relevant papers, we identified 8 extra relevant papers that
were missed in the initial search. Therefore, we identified in total
179 relevant papers.2 After applying the quality assessment criteria
in selection phase 2, we ultimately identified 84 papers as the final
selected studies, which were then used for data extraction. The de-
tails of the quality assessment are described in the next section.
The complete list of these 84 selected papers can be found in Table
A.8 in Appendix A.
2.4. Study quality assessment

The quality assessment (QA) of selected studies is originally
used as the basis for weighting the retrieved quantitative data in
meta-analysis [38], which is an important data synthesis strategy.
However, since the retrieved data in this review were produced by
different experimental designs, and the amount of data is relatively
small, meta-analysis is thus unsuitable for such cases. For this rea-
son, we did not use the quality assessment results to weight the re-
trieved data. Instead, we just used the quality assessment results to
guide the interpretation of review findings and to indicate the
strength of inferences. Moreover, the quality assessment results
will be served as an additional criterion for study selection (see
selection phase 2 in Fig. 2).

We devised a number of quality assessment questions to assess
the rigorousness, credibility, and relevance of the relevant studies.
These questions are presented in Table 1. Some of them (i.e., QA1,
QA7, QA8, and QA10) are derived from [39]. Each question has only
three optional answers: ‘‘Yes’’, ‘‘Partly’’, or ‘‘No’’. These three an-
swers are scored as follows: ‘‘Yes’’ = 1, ‘‘Partly’’ = 0.5, and ‘‘No’’ = 0.
For a given study, its quality score is computed by summing up the
scores of the answers to the QA questions.

Two researchers of this review performed the quality assess-
ment of the relevant studies individually. All disagreements on
the quality assessment results were discussed among all research-
ers, and the consensus was reached eventually. To ensure the reli-
ability of the findings of this review, we considered only the
relevant studies with acceptable quality, i.e., with quality score

http://www.endnote.com


Table 1
Quality assessment questions.

No. Question

QA1 Are the aims of the research clearly defined?
QA2 Is the estimation context adequately described?
QA3 Are the estimation methods well defined and deliberate?
QA4 Is the experimental design appropriate and justifiable?
QA5a Is the experiment applied on sufficient project data sets?
QA6 Is the estimation accuracy measured and reported?
QA7 Is the proposed estimation method compared with other methods?
QA8 Are the findings of study clearly stated and supported by reporting

results?
QA9 Are the limitations of study analyzed explicitly?
QA10 Does the study add value to academia or industry community?

a ‘‘Yes’’ (Sufficient): two or more data sets; ‘‘Partly’’ (Partly sufficient): only one
data set; ‘‘No’’ (Insufficient): no data set.

Table 2
The form of data extraction card.

Data extractor
Data checker
Study identifier
Year of publication
Name of authors
Source
Article title
Type of study (experiment, case study, or survey)

RQ1: Which ML techniques have been used for SDEE?
ML techniques used to estimate software development effort

RQ2: What is the overall estimation accuracy of ML models?
Data sets used in experiments
Validation methods used in experiments
Metrics used to measure estimation accuracy
Estimation accuracy values

RQ3. Do ML models outperform non-ML models?
Non-ML models that this ML model compares with
Rank of the ML and non-ML models regarding estimation accuracy
Degree of improvement in estimation accuracy

RQ4. Are there any ML models that distinctly outperform other ML models?
Other ML models that this ML model compares with
Rank of the ML models regarding estimation accuracy
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greater than 5 (50% of perfect score), for the subsequent data
extraction and data synthesis. Accordingly, we further dropped
95 relevant papers with quality score not more than 5 in selection
phase 2 (see Fig. 2). The quality scores of the remaining studies are
presented in Table B.9 in Appendix B.
Degree of improvement in estimation accuracy

RQ5. What are the favorable estimation contexts of ML models?
Strengths of ML technique in terms of SDEE
Weaknesses of ML technique in terms of SDEE
2.5. Data extraction

By data extraction, we exploited the selected studies to collect
the data that contribute to addressing the research questions con-
cerned in this review. We devised the cards with the form of Table
2 to facilitate data extraction. This form had been refined through
pilot data extraction with several selected studies. For ease of the
subsequent data synthesis, the items in Table 2 are grouped
according to the associated research questions.

Table 2 shows that the data extracted for addressing RQ2, RQ3,
and RQ4 are related to the experiments conducted by the selected
studies. We notice that the term ‘‘experiment’’ is used with varying
meaning in the software engineering community, and most of the
selected studies used this term without clear definition. Hence, to
avoid confusion, in this review we explicitly define the term exper-
iment as a process in which a technique or an algorithm is evalu-
ated with appropriate performance metrics based on a particular
data set. It should be pointed out that the term experiment defined
above is different from the term controlled experiment in software
engineering defined by Sjøeberg et al. [40].

We used the data extraction cards to collect data from the se-
lected studies. One researcher of this review extracted the data
and filled them into the cards. Another researcher double-checked
the extraction results. The checker discussed disagreements (if
any) with the extractor. If they failed to reach a consensus, other
researchers would be involved to discuss and resolve the disagree-
ments. The verified extracted data were documented into a file,
which would be used in the subsequent data synthesis.

During the data extraction, some data could not be extracted di-
rectly from the selected studies. Nevertheless, we could obtain
them indirectly by processing the available data appropriately.
For example, the estimation accuracy values of the same model
may vary due to different model configurations or different sam-
plings of data set. For the former case, we chose the accuracy value
generated by the optimal configuration; for the latter case, we cal-
culated the mean of the accuracy values. Moreover, to ensure the
reliability of the extracted estimation accuracy of ML models, we
did not extract the accuracy data from the experiments that were
conducted on student projects data sets or simulated project data
sets. That is, we extracted only the accuracy data from the experi-
ments conducted on real-world project data sets.

Another issue we encountered during data extraction was that
some studies used different terminologies for the same ML
technique. For example, some studies used analogy as the synonym
of case-based reasoning. Similarly, some studies used regression
trees, but other ones used classification and regression trees; both
techniques belong to the category of decision trees. Also, optimized
set reduction [37] is essentially a form of decision trees. To avoid
ambiguity, we adopted the terms case-based reasoning and
decision trees uniformly in data extraction and throughout this
review.

Not every selected study provides answers to all the five re-
search questions. For ease of tracing the extracted data, we explic-
itly labeled each study with the IDs of the research questions to
which the study can provide the corresponding answers. See Table
A.8 in Appendix A for the details.
2.6. Data synthesis

The goal of data synthesis is to aggregate evidence from the se-
lected studies for answering the research questions. A single piece
of evidence might have small evidence force, but the aggregation of
many of them can make a point stronger [41]. The data extracted in
this review include both quantitative data (e.g., values of estima-
tion accuracy) and qualitative data (e.g., strengths and weaknesses
of ML techniques). For the quantitative data, the ideal synthesis
methodology is the canonical meta-analysis [38] due to its solid
theoretical background. However, the quantitative data in this
review were achieved by using varying experimental designs.
Moreover, the number of selected studies was relatively small.
Therefore, it is unsuitable to employ the standard meta-analysis
directly in such a situation [42–44].

We employed different strategies to synthesize the extracted
data pertaining to different kinds of research questions. The syn-
thesis strategies are explained in detail as follows.

For the data pertaining to RQ1 and RQ2, we used narrative syn-
thesis method. That is, the data were tabulated in a manner consis-
tent with the questions. Some visualization tools, including bar
chart, pie chart, and box plot, were also used to enhance the
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presentation of the distribution of ML techniques and their estima-
tion accuracy data.

For the data pertaining to RQ3 and RQ4, which focus on the
comparison of estimation accuracy between different estimation
models, we used vote counting method. That is, suppose we want
to synthesize the comparisons between model A and model B.
We just need to count the number of experiments in which model
A is reported to outperform model B and the number of experi-
ments in which model B is reported to outperform model A. The
two numbers are then used as the basis to analyze the overall com-
parison between model A and model B. By this way, we can obtain
a general idea about whether an estimation technique outperforms
another technique or not.

For the data pertaining to RQ5, we used reciprocal translation
method [45], which is one of the meta-ethnography techniques
for synthesizing qualitative data. As Kitchenham and Charters sug-
gested [32], ‘‘when studies are about similar things and researchers
are attempting to provide an additive summary, synthesis can be
achieved by ‘translating’ each case into each of the other cases’’.
In this review, reciprocal translation method is applicable when
some strengths or weaknesses of an ML technique retrieved from
different studies have similar meanings. We will translate these
strengths or weaknesses into a uniform description of strength or
weakness. For instance, suppose we have identified three different
but similar descriptions on the strength of an ML technique from
three studies: (1) ‘‘can deal with problems where there are com-
plex relationships between inputs and outputs’’, (2) ‘‘can automat-
ically approximate any continuous function’’, and (3) ‘‘has the
ability of modeling complex non-linear relationships and are capa-
ble of approximating any measurable function’’. By applying reci-
procal translation, we may unify the above three descriptions
into the same one ‘‘can learn complex (non-linear) functions’’.

2.7. Threats to validity

The main threats to validity of this review protocol are analyzed
from the following three aspects: study selection bias, publication
bias, and possible inaccuracy in data extraction.

The selection of studies depends on the search strategy, the lit-
erature sources, the selection criteria, and the quality criteria. We
have constructed the search terms matching with the research
questions and have used them to retrieve the relevant studies in
the six electronic databases. However, some desired relevant stud-
ies may not use the terms related to the research questions in their
titles, abstracts, or keywords. As a result, we may have the high risk
of leaving out these studies in the automatic search. To address this
threat, we manually searched BESTweb [1], a bibliographic library
with abundant papers on software effort estimation, as a supple-
mentary way to find out those relevant studies that were missed
in the automatic search. Besides this solution, we also manually
scanned the references list of each relevant study to look for the
extra relevant studies that were not covered by the search of the
six electronic databases and BESTweb library. In addition, we have
defined the selection criteria that strictly comply with the research
questions to prevent the desired studies from being excluded
incorrectly. The final decision on study selection was made
through double confirmation, i.e., separate selections by two
researchers at first and then disagreements resolution among all
researchers. Nevertheless, it is still possible that some relevant
studies have been missed. If such studies do exist, we believe that
the number of them would be small.

Publication bias is possibly another threat to validity of this re-
view. Given the likelihood of publication bias, positive results on
ML models are more likely to be published than negative results,
or researchers may tend to claim that their methods outperform
others’. As a consequence, this will lead to an overestimation of
the performance of ML models. Fortunately, one inclusion criterion
(i.e., the fourth inclusion criterion) in this review may mitigate this
threat. This inclusion criterion aims to identify the studies that do
not propose any new ML model but just conduct comparisons be-
tween ML models and other models. These comparative studies
have no bias towards any estimation model; they report the com-
parison results in an objective way. Therefore, in these studies both
positive and negative comparison results are likely to be reported,
which helps alleviate publication bias to some extent. Neverthe-
less, since this review did not consider gray literature (i.e., theses,
technical reports, white papers, and work in progress) due to the
difficulties in obtaining them, it must be admitted that publication
bias exists unavoidably.

To reduce the threat of inaccurate data extraction, we have
elaborated the specialized cards for data extraction. In addition,
all disagreements between extractor and checker have been re-
solved by discussion among all researchers. However, since the
data extraction strategy was designed to extract only the optimal
one from the multiple estimation accuracy values produced by dif-
ferent model configurations, an accuracy bias could still occur.
Even so, we believe that the accuracy bias is limited, as the optimal
configuration of a model is usually preferable in practice.
3. Results and discussion

This section presents and discusses the findings of this review.
First, we present an overview of the selected studies. Second, we
report and discuss the review findings according to the research
questions, one by one in the separate subsections. During the dis-
cussion, we interpret the review results not only within the con-
text of the research questions, but also in a broader context
closely related to the research questions. For justification, some re-
lated works are also provided to support the findings.
3.1. Overview of selected studies

We identified 84 studies (see Table A.8 in Appendix A) in the
field of ML based SDEE. These papers were published during the
time period 1991–2010. Among them, 59 (70%) papers were pub-
lished in journals, 24 (29%) papers appeared in conference pro-
ceedings, and one paper came from book chapter. The
publication venues and distribution of the selected studies are
shown in Table 3. The publication venues mainly include Informa-
tion and Software Technology (IST), IEEE Transactions on Software
Engineering (TSE), Journal of Systems and Software (JSS), and Empir-
ical Software Engineering (EMSE). These four journals are presti-
gious in software engineering domain [46], and 44 (52%) studies
for this review are retrieved from them.

Regarding the types of the selected studies, all the studies be-
long to experiment research except for one case study research
(S9), and no survey research was found. Although most of the se-
lected studies used at least one project data set from industry to
validate ML models, it does not follow that the validation results
sufficiently reflect the real situations in industry. In fact, the lack
of case study and survey from industry may imply that the appli-
cation of ML techniques in SDEE practice is still immature.

Regarding the quality of the selected studies, since in the study
selection strategy we have required the quality score of study must
exceed 5 (notice that the perfect score of quality assessment is 10),
we believe that the selected studies are with high quality. In fact,
as shown in Table 4, about 70% (58 of 84) of the selected studies
are in high or very high quality level.



Table 3
Publication venues and distribution of selected studies.

Publication venue Type # Of studies Percent

Information and Software Technology (IST) Journal 14 16
IEEE Transactions on Software Engineering (TSE) Journal 12 14
Journal of Systems and Software (JSS) Journal 9 11
Empirical Software Engineering (EMSE) Journal 9 11
Expert Systems with Applications Journal 4 5
International Conference on Predictive Models in Software Engineering (PROMISE) Conference 4 5
International Software Metrics Symposium (METRICS) Conference 4 5
International Symposium on Empirical Software Engineering and Measurement (ESEM) Conference 3 4
International Conference on Tools with Artificial Intelligence (ICTAI) Conference 3 4
International Conference on Software Engineering (ICSE) Conference 2 2
Journal of Software Maintenance and Evolution: Research and Practice Journal 2 2
Others 18 21

Total 84 100

Table 4
Quality levels of relevant studies.

Quality level # Of studies Percent

Very high (8.5 6 score 6 10) 12 6.7
High (7 6 score 6 8) 46 25.7
Medium (5.5 6 score 6 6.5) 26 14.5
Low (3 6 score 6 5) 70 39.1
Very low (0 6 score 6 2.5) 25 14.0

Total 179 100
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3.2. Types of ML techniques (RQ1)

From the selected studies, we identified eight types of ML tech-
niques that had been applied to estimate software development ef-
fort. They are listed as follows.

� Case-Based Reasoning (CBR)
� Artificial Neural Networks (ANN)
� Decision Trees (DT)
� Bayesian Networks (BN)
� Support Vector Regression (SVR)
� Genetic Algorithms (GA)
� Genetic Programming (GP)
� Association Rules (AR)

Among the above listed ML techniques, CBR, ANN, and DT are
the three most frequently used ones; they together were adopted
by 80% of the selected studies, as illustrated in Fig. 3. The detailed
information about which ML techniques were used in each se-
lected study can be found in Table C.10 in Appendix C. Fig. 3 pre-
sents only the amount of research attention that each type of ML
technique has received during the past two decades; as a comple-
ment to Fig. 3, Fig. 4 is plotted to further present the distribution of
research attention in each publication year. As shown in Fig. 4, on
one hand, an obvious publication peak appears around year 2008;
DT (19)
17%

ANN (30)
26%

BN (7)
6%

SVR (6)
5%

GA (6)
5%GP (3)

3%AR (1)
1%

CBR (43)
37%

Fig. 3. Distribution of the studies over type of ML technique.
on the other hand, compared to other ML techniques, CBR and ANN
seem to have received dominant research attention in many years.
Note that some studies contain more than one ML technique.

The identified ML techniques were used to estimate software
development effort usually in two forms: in alone or in combina-
tion. The combination form may be obtained by combining two
or more ML techniques or by combining ML techniques with
non-ML techniques. The typical ML technique and non-ML tech-
nique that were often used to combine with other ML techniques
are GA and fuzzy logic, respectively. As for GA, according to the se-
lected studies, it was found to be used only in combination form.
The studies reporting the use of GA in combination with other
ML techniques are, for example, S28 (with CBR), S74 (with ANN),
and S65 (with SVR). In these combined models, GA was used just
for feature weighting (S28, S74) or feature selection (S65). As for
fuzzy logic, it was widely used to deal with uncertainty and impre-
cision information. In particular, it was advocated to combine fuz-
zy logic with some ML techniques such as CBR (S5), ANN (S29), and
DT (S31) to improve model performance by preprocessing the in-
puts of the models.

What we found about the ML techniques used in SDEE domain
is highly consistent with the findings of several other relevant re-
view works. For instance, Zhang and Tsai [6] identified five ML
techniques (CBR, ANN, DT, BN, GA) that are used for software effort
estimation, all of which have also been identified in this review.
Jørgensen and Shepperd [1] summarized the distribution of studies
according to estimation methods. Specifically, they identified up to
11 estimation methods, of which four are ML methods, i.e., CBR (or
Analogy), ANN, DT, and BN (ranked in descending order of the
number of studies). These four ML methods have also been identi-
fied in this review, even their ranking order in terms of the number
of studies is the same.
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3.3. Estimation accuracy of ML models (RQ2)

Since ML model is data-driven, both model construction and
model validation rely heavily on historical project data. Therefore,
when evaluating the estimation accuracy of an ML model, we
should take into account the historical project data set on which
the model is constructed and validated, as well as the employed
validation method.

Various historical project data sets were used to construct and
validate the ML models identified in this review. The most fre-
quently used data sets together with their relevant information
are shown in Table 5. The relevant information includes the type
of the data set (within-company or cross-company), the number
and percentage of the selected studies that use the data set, the
number of projects in the data set, and the source of the data set.
With respect to validation methods, Holdout, Leave-One-Out
Cross-Validation (LOOCV), and n-fold Cross-Validation (n > 1) are
the three dominant ones used in the selected studies. Specifically,
the numbers (percentages) of the studies that used these three val-
idation methods are 32 (38%) for Holdout, 31 (37%) for LOOCV, and
16 (19%) for n-fold Cross-Validation.

Besides data set and validation method, accuracy metric should
also be considered in evaluating the ML models. Effort estimation
accuracy can be measured with various metrics, and different met-
rics measure the accuracy from different aspects. Thus, to answer
RQ2 properly, it is crucial to adopt appropriate accuracy metrics
in evaluating estimation accuracy. It is found in the selected stud-
ies that MMRE (Mean Magnitude of Relative Error), Pred (25) (Per-
centage of predictions that are within 25% of the actual value), and
MdMRE (Median Magnitude of Relative Error) are the three most
popular accuracy metrics. Specifically, the numbers (percentages)
of the studies that used these three metrics are 75 (89%) for MMRE,
55 (65%) for Pred (25), and 31 (37%) for MdMRE. In view of the
dominance of MMRE, Pred (25), and MdMRE metrics, we adopted
them in this review to evaluate the estimation accuracy of ML
models.

The original values of MMRE, Pred (25), and MdMRE extracted
from the selected studies are summarized in Table C.10 in Appen-
dix C. Notice that, since GA was found to be used only for feature
selection and feature weighting in combined ML models, no esti-
mation accuracy data of GA are provided in Table C.10. To analyze
the estimation accuracy graphically, we used box plots to demon-
strate the distributions of MMRE, Pred (25), and MdMRE values of
ML models in Fig. 5a–c, respectively. Since the observations of
MMRE and Pred (25) for AR are few, we did not plot them in the
corresponding figures to avoid the meaningless presentation of
only one or two data points in a box plot. For the same reason,
box plots of MdMRE for SVR, GP, and AR are also not presented
in Fig. 5c.

A lower MMRE and MdMRE, or a higher Pred (25) indicates a
more accurate estimate. On the performance of ML models mea-
sured in MMRE and Pred (25) (see Fig. 5a and b), ANN and SVR
are the most accurate ones (with median MMRE around 35% and
Table 5
Data sets used for ML model construction and validation (W = within-company,
C = cross-company).

Data set Type # Of studies Percent # Of projects Source

Desharnais W 24 29 81 [47]
COCOMO C 19 23 63 [48]
ISBSG C 17 20 >1000a [49]
Albrecht W 12 14 24 [50]
Kemerer W 11 13 15 [51]
NASA W 9 11 18 [52]
Tukutuku C 7 8 >100a [53]

a The number of projects depends on the version of data set.
median Pred (25) around 70%), followed by CBR, DT, and GP (with
both median MMRE and median Pred (25) around 50%), whereas
BN has the worst accuracy (with median MMRE around 100%
and median Pred (25) around 30%). On the performance of ML
models measured in MdMRE (see Fig. 5c), both CBR and ANN have
their median MdMRE around 30%, whereas those of BN and DT are
around 45%. Apart from the above mentioned observations, accord-
ing to Fig. 5a we can also see that, CBR, ANN, DT, BN, and GP all
have their median MMRE nearly in the centers of the boxes, which
indicates that the MMRE values of these ML models are symmetri-
cally distributed around the medians; in contrast, the distribution
of MMRE values of SVR exhibits a slight negative skewness. Fur-
thermore, as shown in Fig. 5a, the MMRE values of CBR, ANN,
SVR, and GP have less variation than those of DT and BN, since they
have relatively shorter boxes and narrower ranges of values.

The box plots in Fig. 5 are useful tools to understand the estima-
tion accuracy of ML models intuitively. To more deeply analyze the
estimation accuracy of ML models, in Table 6 we also provide the
detailed statistics of MMRE, Pred (25), and MdMRE for each type
of ML model as a beneficial complement to the box plots. Notice
that the outliers identified in Fig. 5a were removed before calculat-
ing the statistics. As can be seen in Table 6, except for BN, the rest
of ML models have their arithmetic means of MMRE approximately
ranging from 35% to 55%, Pred (25) from 45% to 75%, and MdMRE
from 30% to 50%. This evidence indicates that the estimation accu-
racy of ML models is close to the acceptable level (an effort estima-
tion model is widely considered acceptable if MMRE 625% and
Pred (25) P75%). Furthermore, according to Table 6 we can find
that ANN and SVR overall outperform the other ML models. None-
theless, we should avoid drawing such a misleading conclusion
that ANN and SVR are always preferable without any restriction.
In fact, taking ANN as an example, if we achieve the high accuracy
just by increasing the number of its hidden layers and nodes, then
not only will the training time increase, but also the generalization
ability will tends to degenerate, which is known as the so-called
overfitting problem [54]. Therefore, to apply ANN successfully,
we should address the potential overfitting problem via some
methods such as cross-validation [33].

3.4. ML models vs. non-ML models (RQ3)

The ML models have been compared with five conventional
non-ML models: regression model, COCOMO model [48], expert
judgment, function point analysis (FPA) [55,50], and SLIM model
[56]. The details of the comparisons between ML models and
non-ML models are provided in Table C.11 in Appendix C. The over-
all results of the comparisons between ML models and non-ML
models are shown in Fig. 6, where all the comparisons were con-
ducted on the same experiments in terms of MMRE metric. One
model is said to outperform another in an experiment if the MMRE
value of the first model achieves at least 5% improvement over that
of the second model. As can be seen in Fig. 6, the majority of the
experiments indicate that ML models outperform non-ML models.
Specifically, Fig. 6 shows that 66% (52 of 79) of experiment results
exhibit the superiority of ML models whereas only 34% (27 of 79)
of experiment results exhibit the superiority of non-ML models
(note that some studies conduct more than one experiment).

As shown in Fig. 6, among the five non-ML models, regression
model is the one used most frequently in comparison with the
ML models. The comparison results show that CBR and ANN are
more accurate than regression model, and this observation is sup-
ported by a sufficient number of experiments. For DT, it is hard to
determine whether it is more accurate than regression model or
not, because the number of experiments reporting that DT outper-
formed regression model is equal to that of experiments reporting
the opposite results. For BN or SVR, no more than three
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Fig. 5. Box plots of MMRE, Pred (25), and MdMRE (outliers are labeled with associated study IDs).

Table 6
Descriptive statistics of MMRE, Pred (25), and MdMRE.

Model MMRE Pred (25) MdMRE

# Of
values

Mean
(%)

Median
(%)

Std.
dev.

Min.
(%)

Max.
(%)

# Of
values

Mean
(%)

Median
(%)

Std.
dev.

Min.
(%)

Max.
(%)

# Of
values

Mean
(%)

Median
(%)

Std.
dev.

Min.
(%)

Max.
(%)

CBR 57 51 49 0.26 11 119 50 46 43 0.20 5 91 38 35 31 0.17 7 75
ANN 39 37 35 0.22 7 95 32 64 67 0.21 24 94 11 32 33 0.18 10 61
DT 17 55 52 0.39 9 156 15 56 56 0.27 8 89 13 48 46 0.25 8 88
BN 6 106 99 0.59 34 190 5 30 32 0.10 15 42 4 50 43 0.27 27 86
SVR 11 34 37 0.20 9 72 11 72 72 0.21 34 94 2 40 40 0.01 40 41
GP 11 49 51 0.14 26 71 14 52 50 0.22 16 94 1 32 32 0.00 32 32
AR 2 49 49 0.27 30 69 2 57 57 0.01 56 58 0 NA NA NA NA NA
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experiments reported the comparisons with regression model. For
GP, although there are six experiments which show that GP is less
accurate than regression model, these experiments actually come
from an identical study (S21). Therefore, the small number of com-
parisons between the three ML models (i.e., BN, SVR, and GP) and
regression models limits the generalization of the comparison re-
sults. In addition to regression model, other non-ML models have
also been compared with some ML models; however, very few
experiments (only one or two experiments) for these comparisons
have been reported and thus the comparison results are difficult to
be generalized.

According to the above results and analysis, it can be seen that
ML models outperform non-ML models in general. However, this
argument holds only for CBR vs. regression and ANN vs. regression,
which have been supported by a sufficient number of studies. On
the other hand, the lack of sufficient studies on comparisons be-
tween other ML models and non-ML models is a potential threat
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to the reliability of this argument. Finally, it is worth pointing out
that several contradictory results have been reported for the com-
parisons between ML models and non-ML models, especially for
those involving regression models, and the consensus on this issue
has not yet been reached.
3.5. ML models vs. other ML models (RQ4)

As for the comparisons between different ML models, we
adopted the same analysis scheme as that used in the comparisons
between ML models and non-ML models. That is, the comparisons
were conducted on the same experiments in terms of MMRE met-
ric; one ML model is considered to outperform another in an exper-
iment if it achieves at least 5% improvement in estimation
accuracy. Fig. 7 shows the overall results of the comparisons be-
tween different ML models, together with the corresponding num-
ber of supporting experiments. More details of the comparison
results can be found in Table C.12 in Appendix C.

Three significant comparison results can be found in Fig. 7. First,
CBR and ANN are more accurate than DT, and it is supported by
most of the experiments conducting the comparisons. Second, for
the case of CBR vs. ANN, CBR seems more accurate than ANN. How-
ever, this finding is inconsistent with what we have found in Sec-
tion 3.3, where ANN was found to perform better than CBR (see
Fig. 5 or Table 6 in Section 3.3). This contradiction may be due to
the following three reasons: (1) all the experiments demonstrating
the superiority of CBR over ANN come from the CBR studies, so it is
possible that some of them have a bias towards CBR; (2) the ANN
studies rarely conducted experiments to compare ANN with CBR,
so that the majority of ANN studies reporting high estimation accu-
racy contribute nothing to this comparison; and (3) the number of
experiments concerning this comparison from CBR studies is twice
as that from ANN studies. Third, for the comparisons between
other ML models, the number of experiments is relatively small,
and some comparisons are even found to be inconsistent. There-
fore, for these ML models that are rarely compared with each other,
it is difficult to determine which is more accurate.
Table 7
Favorable/unfavorable estimation contexts of ML models (‘‘

p
’’ means favorable, ‘‘�’’

means unfavorable, ‘‘–’’ means not mentioned).

Small data set Outliers Categorical features Missing values

CBR
p p � �

ANN � p �a(S68) –
DT –

p p
–

BN
p pa(S78) pa(S78) pa(S67)

a Supported by only one study (the study ID is shown in parentheses).
3.6. Favorable estimation contexts of ML models (RQ5)

Given the estimation contexts of an SDEE task, we may concern
ourselves with selecting ML models appropriate for the contexts.
Such concern can be addressed by investigating the candidate ML
models (or, more precisely, the ML techniques) from their charac-
teristics, which are mainly reflected by the strengths and weak-
nesses of the ML techniques. To this aim, in this review we
extracted the strengths and weaknesses of ML techniques and syn-
thesized them based on the type of ML technique. Since different
studies assessed the ML techniques in different ways and from dif-
ferent aspects, we decided to synthesize the common strengths
and weaknesses that were mentioned by at least two studies.
The detailed information on the synthesized strengths and weak-
nesses of different ML techniques is presented in Table C.13 in
Appendix C.

According to Table C.13, we can find that the characteristics of
the ML techniques are mainly associated with the following four
types of estimation contexts: (1) small data set, (2) outliers, (3) cat-
egorical features, and (4) missing values. Based on these estimation
contexts, we further extracted from Table C.13 the relevant charac-
teristics of the ML techniques and summarized them in Table 7.
Notice that Table 7 presents not only the information extracted
from Table C.13, i.e., the information supported by at least two
studies, but also the information supported by only one study. To
enhance the integrity of Table 7, we make some remarks on this ta-
ble. First, for the items that were not mentioned by any studies (see
the items labeled with ‘‘–’’ in Table 7), we provide the explanations
as follows: DT is prone to overfitting on small training data set;
ANN and DT cannot deal with missing values. Second, CBR and
ANN cannot deal with categorical features in their standard forms
while they work as long as the categorical features have been
quantified. Third, similarly, CBR, ANN, and DT cannot deal with
missing values in their standard forms while they work as long
as the missing values have been imputed.

In addition to the characteristics summarized in Table 7, some
other distinct characteristics of ML techniques may be considered
when choosing appropriate ML models. We summarize them
based on Table C.13 as follows: CBR and DT are intuitive and are
easy to understand; ANN has the ability to learn complex func-
tions, but it requires large amount of data for training and usually
suffers the problem of overfitting, and its explanatory ability is
weak; BN is capable of learning causal relationships. For SVR, GP,
and AR, we do not list their characteristics in Table C.13 since none
of them was mentioned by more than one study.

Some existing works have discussed the topics about model
selection, model application, and model combination, which are
closely related to the characteristics of ML techniques and estima-
tion contexts. With respect to model selection, Bibi and Stamelos
[57] propose a tree-form framework to select appropriate ML mod-
els. The framework is designed based on the criteria of data set
size, uncertainty, causality, and applicability. These criteria are
preliminary and can be extended to include more criteria related
to ML models. With respect to applying ML models to software
engineering tasks, Zhang and Tsai [6] propose a general procedure
that consists of the following steps: problem formulation, problem
representation, data collection, domain theory preparation, per-
forming the learning process, analyzing and evaluating learned
knowledge, and fielding the knowledge base. There is no doubt
that this procedure is also applicable to software effort estimation
tasks. With respect to model combination, MacDonell and Shep-
perd [58] argue that combining a set of diverse techniques can im-
prove estimation accuracy if no dominant technique can be found.
An SLR conducted by Jørgensen [27] also found that combined
model usually produces better estimate than individual model
does. The findings of [58] and [27] are worth further investigation
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in the context of ML models. It is believed that combining two or
more ML techniques may have the potential ability to enhance
the power of estimation model. Also, several studies [59–62] have
provided strong support for this possibility.

Although ML techniques have been proved in some studies to
be effective for SDEE, they do not always perform well on all SDEE
tasks. In fact, an absolutely ‘‘best’’ estimation method does not ap-
pear to exist, and the performance of a particular estimation meth-
od depends heavily on the contexts it applies to. In order to choose
ML techniques properly and apply them to real-world SDEE tasks
efficiently, practitioners need to understand not only the charac-
teristics of the candidate ML techniques, but also the estimation
contexts of the SDEE tasks. As pointed out in [63], choosing the
best estimation method ‘‘in a particular context’’ is more fruitful
than choosing the ‘‘best’’ estimation method.
4. Implications for research and practice

This review has found that the empirical studies on the applica-
tion of BN, SVR, GA, GP, and AR techniques are scarce; some ML
techniques have not even been applied in SDEE domain. Therefore,
researchers are encouraged to conduct more empirical studies on
these rarely-used ML techniques to further strengthen the empiri-
cal evidence about their performance. Moreover, researchers are
also encouraged to explore the possibilities of using the unapplied
ML techniques to estimate software development effort. In order to
look for the unapplied ML techniques and to use them more effi-
ciently, researchers had better keep track of the related disciplines
such as machine learning, data mining, statistics, and artificial
intelligence, since these disciplines may provide valuable ideas
and methods to address SDEE issues.

High-quality historical software project data set with detailed
descriptions of project features and data collection process is critical
for constructing and validating ML model. This review has revealed
that, on one hand, most of the available project data sets are obso-
lete, and the numbers of projects in these data sets are small; on
the other hand, project data sets are difficult to collect and maintain,
and usually contain confidential information. To address these is-
sues and thus to promote SDEE research, we suggest that researchers
share their proprietary project data sets in research community after
confidential information being removed. If needed, PROMISE repos-
itory [64] is a convenient place for sharing SDEE data sets.

Although this review has found that ML models are usually more
accurate than non-ML models, the results of accuracy comparisons
between some ML models and non-ML models and between some
different ML models are still inconclusive. The limited number of rel-
evant studies and the non-uniform experimental designs may ac-
count for these inconclusive results. Therefore, besides conducting
more experiments, it will be beneficial for research community to
develop a uniform experimental framework for evaluating the per-
formance of different estimation models. Indeed, without using a
uniform framework, the comparison results may vary when
employing different data sets or different experimental designs.

As to the implications for practitioners, this review has found
that very few of the selected studies focus on industry practice
(only one case study paper, and no survey paper, was found). This
evidence may imply that the application of ML models in real-
world industry is quite limited. Accordingly, we suggest that prac-
titioners may cooperate with researchers to investigate the possi-
bility of applying the promising ML models in their practices. For
example, CBR and ANN have been investigated most extensively
in academia, so practitioners can first take them into consideration
as a useful complement to existing conventional estimation model.
Due to the inconsistent results of comparisons between ML models
and conventional non-ML models found in this review, we recom-
mend using both types of models in parallel at the early stage of
practice. Only when the ML model performs significantly and con-
sistently better than the existing model, can practitioners consider
replacing the existing model with the focused ML model and
switch to the new estimation system.

This review has found that both within-company and cross-com-
pany data sets are used to construct and validate ML models. For
constructing accurate estimation models, within-company data sets
have been shown to be more effective than cross-company data sets
by some studies [8,65–67]. Thus, practitioners are suggested to use
within-company data sets to construct ML models if their compa-
nies have sufficient historical project data. For the companies that
do not have sufficient historical project data, they had better adopt
other companies’ data sets or cross-company data sets that come
from similar application domains. In this case, the estimation results
should be interpreted by experts and dealt with carefully.

As has been shown in this review, different ML techniques favor
different estimation contexts. Therefore, before making any deci-
sion on the choice of ML models, practitioners not only need to
be aware of the estimation contexts, but also need to understand
the characteristics of the candidate ML models. Usually, the degree
of match between the estimation contexts and the characteristics
of the chosen ML model has a direct and significant impact on
the performance of the model.
5. Limitations of this review

This review considered only accuracy metrics (e.g., MMRE)
when evaluating the performance of ML models or comparing
ML models with other models. Accuracy metrics are the most
important metrics and were used by most of the studies. Usually,
practitioners will reject a model if it fails to reach the minimum
threshold of accuracy [17]. However, besides accuracy metrics,
other performance metrics such as generalization ability and inter-
pretability, which were ignored in this review, may also be neces-
sary to be considered, especially when selecting appropriate
models for given SDEE tasks. Fortunately, the summarized
strengths and weaknesses of ML models, i.e., the outcomes of
RQ5, are helpful to identify the appropriate ML models, which
may alleviate this limitation to some extent.

The estimation accuracy data of ML models were extracted from
the studies with varying experimental designs. Therefore, it may be
difficult to explain the synthesized estimation accuracy results
about under what conditions and to what extent these results hold.
In general, experimental design involves choosing data set to con-
struct model and employing validation method to validate model.
Furthermore, experimental design may also involve the steps of
data preprocessing to remove outliers, to weight features, or to se-
lect feature subsets. All these elements of experimental design
have impacts on estimation accuracy. Nevertheless, from another
perspective, the synthesized estimation accuracy results from the
studies with different experimental designs are believed more ro-
bust than that from the studies with identical experimental design.

This review has revealed that some results of the comparisons
between ML models and conventional non-ML models and be-
tween different ML models are inconsistent, so it is difficult to
determine which model is more accurate. The insufficient number
of the studies that report the desired comparisons may have con-
tributed to these inconsistencies. Generally speaking, the conclu-
sion drawn from a large number of studies is likely to be more
reliable [44]. It has been agreed that the issue of insufficient stud-
ies for evaluating new software engineering techniques is common
in the field of empirical software engineering. Besides SDEE mod-
els, many other prediction models in software engineering also suf-
fer from this issue [68].



Table A.8
Selected studies.

ID Author Research questions addressed Ref. ID Author Research questions addressed Ref.

S1 L. Angelis et al. 1 2 3 5 [69] S2 R.A. Araújo et al. 1 2 4 [70]
S3 M. Auer et al. 1 [71] S4 M. Azzeh et al. 1 2 5 [72]
S5 M. Azzeh et al. 1 2 [73] S6 M. Azzeh et al. 1 2 [74]
S7 S. Berlin et al. 1 2 3 [75] S8 S. Bibi et al. 1 2 5 [61]
S9 S. Bibi et al. 1 5 [76] S10 P.L. Braga et al. 1 2 4 5 [77]
S11 P.L. Braga et al. 1 2 [78] S12 L.C. Briand et al. 1 2 3 5 [37]
S13 L.C. Briand et al. 1 2 3 4 [15] S14 L.C. Briand et al. 1 2 3 4 5 [79]
S15 L.C. Briand et al. 1 2 3 [80] S16 C.J. Burgess et al. 1 2 4 [81]
S17 N.-H. Chiu et al. 1 2 3 4 [18] S18 A. Corazza et al. 1 2 3 4 [82]
S19 A. Corazza et al. 1 2 3 4 [83] S20 G. Costagliola et al. 1 2 [84]
S21 J.J. Dolado 1 2 3 [10] S22 M.O. Elish 1 2 3 4 5 [4]
S23 F. Ferrucci et al. 1 2 4 [85] S24 G.R. Finnie et al. 1 2 3 5 [86]
S25 A.R. Gray et al. 1 2 3 5 [13] S26 A.R. Gray et al. 1 2 3 5 [7]
S27 A. Heiat 1 2 [9] S28 S.-J. Huang et al. 1 2 3 4 5 [60]
S29 S.-J. Huang et al. 1 2 [87] S30 S.-J. Huang et al. 1 [88]
S31 S.-J. Huang et al. 1 [89] S32 X. Huang et al. 1 5 [90]
S33 A. Idri et al. 1 5 [91] S34 A. Idri et al. 1 2 [92]
S35 R. Jeffery et al. 1 3 [8] S36 R. Jeffery et al. 1 2 3 4 [65]
S37 M. Jørgensen et al. 1 2 [93] S38 E.S. Jun et al. 1 2 3 4 [94]
S39 G. Kadoda et al. 1 2 [95] S40 J.W. Keung et al. 1 [96]
S41 Y. Kultur et al. 1 2 4 5 [97] S42 K.V. Kumar et al. 1 2 3 4 [98]
S43 T.K. Le-Do et al. 1 2 [99] S44 A. Lee et al. 1 2 [100]
S45 J. Li et al. 1 [101] S46 J. Li et al. 1 2 [102]
S47 J. Li et al. 1 2 5 [103] S48 Y.F. Li et al. 1 2 3 4 [104]
S49 Y.F. Li et al. 1 2 4 [105] S50 Y.F. Li et al. 1 2 3 4 5 [106]
S51 S.G. MacDonell et al. 1 2 3 [58] S52 C. Mair et al. 1 2 3 4 5 [17]
S53 E. Mendes 1 2 3 4 [107] S54 E. Mendes et al. 1 2 [67]
S55 E. Mendes et al. 1 2 3 [108] S56 E. Mendes et al. 1 [109]
S57 E. Mendes et al. 1 2 3 4 [110] S58 E. Mendes et al. 1 [2]
S59 N. Mittas et al. 1 2 [111] S60 N. Mittas et al. 1 2 [112]
S61 T. Mukhopadhyay et al. 1 2 3 5 [36] S62 I. Myrtveit et al. 1 2 [11]
S63 I. Myrtveit et al. 1 [68] S64 A.L.I. Oliveira 1 2 3 [113]
S65 A.L.I. Oliveira et al. 1 2 5 [62] S66 H. Park et al. 1 2 3 5 [114]
S67 P.C. Pendharkar et al. 1 2 4 5 [115] S68 B. Samson et al. 1 2 3 5 [116]
S69 Y.-S. Seo et al. 1 2 3 4 [117] S70 R. Setiono et al. 1 2 3 4 5 [118]
S71 M. Shepperd et al. 1 [63] S72 M. Shepperd et al. 1 2 3 5 [12]
S73 M. Shin et al. 1 2 [119] S74 K.K. Shukla 1 [59]
S75 K. Srinivasan et al. 1 2 3 4 [120] S76 I. Stamelos et al. 1 5 [121]
S77 E. Stensrud et al. 1 2 3 [122] S78 B. Stewart 1 2 4 5 [123]
S79 I.F.B. Tronto et al. 1 2 3 [3] S80 F. Walkerden et al. 1 2 3 5 [14]
S81 J. Wen et al. 1 2 5 [124] S82 I. Wieczorek et al. 1 2 [125]
S83 G. Wittig et al. 1 2 5 [126] S84 G.E. Wittig et al. 1 2 [127]
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The strengths and weaknesses of ML techniques were extracted
directly from the selected studies. Therefore, it is possible that
some of them may just represent the authors’ opinions and thus
may be unreliable. To increase the reliability of the synthesized re-
sults for RQ5, we present only the synthesized strengths and weak-
nesses that are supported by two or more selected studies. In
addition, the process of study quality assessment can ensure that
these strengths and weaknesses are from the studies with accept-
able quality. Even so, care has to be taken in dealing with any infer-
ences drawn from these synthesized results.

6. Conclusion and future work

This systematic review investigated machine learning (ML)
based software development effort estimation (SDEE) models, i.e.,
ML models for short, from four perspectives: the type of ML tech-
nique, the estimation accuracy of ML model, the comparison be-
tween different models (including ML model vs. non-ML model
and ML model vs. other ML model), and the estimation contexts
of ML model. We have carried out an extensive literature search
for relevant studies published in the period 1991–2010 and finally
identified 84 primary empirical studies that are pertaining to the
five research questions (RQs) raised in this review. The principal
findings of this review are summarized as follows.
� (RQ1) The ML techniques that have been applied in SDEE
include case-based reasoning (CBR), artificial neural networks
(ANN), decision trees (DT), Bayesian networks (BN), support
vector regression (SVR), genetic algorithms (GA), genetic pro-
gramming (GP), and association rules (AR). Among them, CBR,
ANN, and DT are used most frequently.
� (RQ2) The overall estimation accuracy of most ML models is

close to the acceptable level. More specifically, most of the
ML models have their arithmetic means of MMRE approxi-
mately ranging from 35% to 55%, Pred (25) from 45% to
75%, and MdMRE from 30% to 50%. Furthermore, the means
of MMRE of ANN, CBR, and DT are about 35%, 50%, and
55%, respectively.
� (RQ3) ML model is more accurate than non-ML model in gen-

eral, which is supported by most of the studies. Regression
model is the non-ML model that is most often compared with
ML models.
� (RQ4) Both CBR and ANN are more accurate than DT, which are

supported by most of the studies conducting the comparisons.
� (RQ5) Different ML techniques have different strengths and

weaknesses and thus favor different estimation contexts. In
the identified studies, four types of estimation contexts are
mentioned most often: small data set, outliers, categorical fea-
tures, and missing values.



Table B.9
Quality scores of selected studies.

ID QA1 QA2 QA3 QA4 QA5 QA6 QA7 QA8 QA9 QA10 Score

S1 1 0.5 1 1 1 1 1 1 0 1 8.5
S2 1 0.5 1 1 1 1 1 1 0 1 8.5
S3 1 0 1 1 1 1 0.5 1 0 1 7.5
S4 1 0 1 0 0.5 1 0.5 1 1 0.5 6.5
S5 1 0 1 0 1 1 0.5 1 0.5 0.5 6.5
S6 1 0 1 0 1 1 0.5 1 0 1 6.5
S7 1 1 0.5 1 1 1 1 1 1 1 9.5
S8 1 1 1 1 1 1 0 1 1 1 9
S9 1 1 1 1 1 1 0 1 0 1 8
S10 1 0 0.5 0.5 1 1 0.5 0.5 0 1 6
S11 1 0 0.5 0.5 0.5 1 0.5 0.5 0 1 5.5
S12 1 0 1 0.5 1 1 1 1 0 1 7.5
S13 1 0.5 0.5 1 0.5 1 1 1 0 1 7.5
S14 1 0.5 0.5 1 0.5 1 1 1 0 1 7.5
S15 1 1 1 1 0.5 1 0.5 1 1 1 9
S16 1 0.5 1 0 0.5 1 1 1 0 1 7
S17 1 0 1 0.5 1 1 1 1 0 1 7.5
S18 1 0.5 1 1 0.5 1 1 1 1 1 9
S19 1 0.5 0.5 0.5 0.5 1 1 1 0 1 7
S20 1 0.5 0.5 0.5 0.5 1 1 0.5 0 1 6.5
S21 1 0 0.5 0.5 1 1 1 1 0 1 7
S22 1 0 0.5 0.5 0.5 1 1 1 0 1 6.5
S23 1 0 0.5 0.5 0.5 1 1 1 0 1 6.5
S24 1 0 0.5 0.5 0.5 1 1 0.5 0 1 6
S25 1 0 1 0 0.5 0.5 1 0.5 0 1 5.5
S26 1 0 0.5 0.5 1 1 1 1 0 1 7
S27 1 0 0.5 0.5 1 1 1 1 0 1 7
S28 1 0.5 0.5 1 1 1 1 1 0 1 8
S29 1 0 1 1 0.5 1 1 1 0 1 7.5
S30 1 0 1 0.5 1 1 1 1 0 1 7.5
S31 1 0 0.5 0.5 0.5 1 0.5 0.5 0 1 5.5
S32 1 0 1 1 0.5 1 0.5 1 0 1 7
S33 1 0 1 0 0.5 1 1 1 0 1 6.5
S34 1 0 1 0 1 1 0 0.5 0 1 5.5
S35 1 1 0.5 0.5 1 1 1 1 0 1 8
S36 1 0.5 0.5 0.5 0.5 1 1 1 0 1 7
S37 1 0 1 1 1 1 0.5 1 0 1 7.5
S38 1 0 1 1 0.5 1 0.5 1 0 1 7
S39 1 0 0 1 0.5 1 0.5 1 0 1 6
S40 1 0 1 1 0.5 0 0 1 1 1 6.5
S41 1 0 1 0.5 1 1 1 1 0 1 7.5
S42 1 0 1 1 1 1 1 1 0 1 8
S43 1 0 1 0.5 1 1 0.5 1 0 1 7
S44 1 0 0.5 1 0.5 1 0.5 1 0 1 6.5
S45 1 0.5 0.5 0.5 1 1 0 0.5 1 1 7
S46 1 0 1 1 1 1 1 1 1 1 9
S47 1 1 1 1 1 1 1 1 0 1 9
S48 1 0 1 1 1 1 1 1 0 1 8
S49 1 0 1 1 1 1 1 1 0 1 8
S50 1 0.5 1 1 1 1 1 1 1 1 9.5
S51 1 0 0 0.5 0.5 1 1 1 0 1 6
S52 1 0 0.5 0 0.5 1 1 1 0 1 6
S53 1 0 1 0.5 0.5 1 1 1 0 1 7
S54 1 0 0 1 0.5 1 1 1 0 1 6.5
S55 1 1 0 1 0.5 1 1 1 1 1 8.5
S56 1 0.5 0.5 1 0.5 1 1 1 0 1 7.5
S57 1 0 1 1 0.5 1 1 1 1 1 8.5
S58 1 0 0.5 1 0.5 1 1 1 1 1 8
S59 1 0.5 1 1 1 1 0.5 1 0 1 8
S60 1 0 1 1 1 1 0 1 0 1 7
S61 1 0 1 0.5 0.5 1 1 1 1 1 8
S62 1 0.5 0.5 1 0.5 1 1 1 0 1 7.5
S63 1 0 0 1 0.5 1 1 1 1 1 7.5
S64 1 0 0.5 0.5 0.5 1 1 1 0 1 6.5
S65 1 0 1 1 1 1 1 1 0 1 8
S66 1 0 0.5 1 0.5 1 1 1 0 1 7
S67 1 0 0.5 0.5 0.5 1 0 1 0 1 5.5
S68 1 0 1 0.5 0.5 1 1 1 0 1 7
S69 1 0 0.5 1 0.5 1 1 1 0 1 7
S70 1 0 0.5 1 0.5 1 1 1 0 1 7
S71 1 1 0.5 1 0.5 1 1 1 0 1 8
S72 1 0 1 0.5 1 1 1 1 0 1 7.5
S73 1 0 1 1 0.5 1 0 1 0 1 6.5
S74 1 0 1 1 0.5 1 1 1 0 1 7.5

(continued on next page)
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Table B.9 (continued)

ID QA1 QA2 QA3 QA4 QA5 QA6 QA7 QA8 QA9 QA10 Score

S75 1 0 0.5 1 1 1 1 1 1 1 8.5
S76 1 0 1 0 0.5 1 0 1 0 1 5.5
S77 1 0 0 0.5 0.5 1 1 1 1 1 7
S78 1 0 1 1 0.5 1 1 1 0 1 7.5
S79 1 0 0.5 1 0.5 1 1 1 0 1 7
S80 1 0 0.5 1 0.5 1 1 1 0 1 7
S81 1 0 1 0.5 1 1 1 0.5 0 1 7
S82 1 0 0.5 0.5 0.5 1 1 1 0 1 6.5
S83 1 0 0.5 0.5 1 1 0 1 0 1 6
S84 1 0 0.5 0.5 0.5 1 0 1 0 1 5.5

Total 84 15.5 60.5 59.5 59.5 82.5 65.5 79.5 16.5 83 606

Average 1 0.18 0.72 0.71 0.71 0.98 0.78 0.95 0.20 0.99 7.21

Table C.10
Estimation accuracy values of ML models, together with the corresponding data sets in which the models were trained and tested (grouped by the type of ML model; ‘‘+’’ means
combining data sets, ‘‘�’’ means not applicable).

ID MMRE (%) Pred (25) (%) MdMRE (%) Data set ID MMRE (%) Pred (25) (%) MdMRE (%) Data set

CBR
S1 31.00b 72.00b – Albrecht S49 30.00b 63.00b 27.00b Albrecht
S4 13.55b 84.00b – ISBSG S49 32.00b 44.00b 29.00b Desharnais
S5 28.70b 54.70b 21.80b ISBSG S50 41.00b 50.00b 25.00b Albrecht
S5 38.50b 42.40b 31.70b Desharnais S50 52.00b 36.00b 32.00b Desharnais
S6 11.30b 91.10b 7.20b Desharnais S50 77.00b 35.00b 45.00b Maxwell
S6 19.90b 70.00b 13.90b COCOMO S50 74.00b 31.00b 42.00b ISBSG
S13 106.33a 19.67a 55.00a Finland S51 54.00a – – Medical
S14 – – 75.00a ESA S52 57.00 – – Desharnais
S14 – – 56.67a Laturi S54 100.00 25.40 45.00 Tukutuku
S17 36.00b 61.00b 19.00b Albrecht S55 111.93 31.33 45.45 Tukutuku
S17 49.00b 43.00b 31.00b CF S59 118.50a 29.22a 48.08a ISBSG
S20 21.00b 73.00b 8.00b Web applications S59 54.36a 47.31a 25.98a NASA93
S24 36.20 42.00 – Desharnais S60 36.15b – 14.23b CF
S28 67.00b 30.00b 50.00b ISBSG S60 49.38b – 28.92b COCOMO
S28 33.00b 70.00b 19.00b Albrecht S60 68.50b – 46.75b Finnish
S35 37.00b 47.00b 28.00b Megatec S61 52.79 – – Kemerer
S35 143.00b 5.00b 72.00b ISBSG S62 154.00 – 52.00 COTS
S36 30.50 58.00 20.80 ISBSG S72 62.00 33.00 – Albrecht
S36 114.50 17.00 70.10 ISBSG S72 39.00 38.00 – Atkinson
S37 31.00 – 26.00 Jeffery & Stathis S72 64.00 36.00 – Desharnais
S37 39.00 – 31.00 Jørgensen97 S72 41.00 39.00 – Finnish
S39 55.40a – – Desharnais S72 62.00 40.00 – Kemerer
S43 53.86b 42.86b 30.98b Desharnais S72 78.00 21.00 – Mermaid
S43 71.31b 29.03b 47.86b Maxwell S72 74.00 23.00 – Real-time 1
S43 86.62b 37.42b 36.20b ISBSG S72 39.00 44.00 – Telecom 1
S46 26.00b 72.00b – ISBSG S72 37.00 51.00 – Telecom 2
S46 19.00b 83.00b – Kemerer S77 136.00 – – COTS
S46 59.00b 42.00b – Desharnais S80 55.00 24.00 – Australian
S47 16.00 81.82 – ISBSG S81 151.00 21.00 – COCOMO
S48 36.00b 43.00b 28.00b Desharnais S81 62.00 43.00 – Desharnais
S48 28.00b 67.00b 19.00b Maxwell S81 26.00 67.00 – NASA

S82 51.33a 62.67a 38.83a Laturi

ANN
S2 9.81 90.00 – Desharnais S42 19.82b 66.64b 16.38b CF
S2 12.98 90.90 – COCOMO S42 7.18b 87.50b 9.70b Albrecht
S7 52.00b 56.38b – Israeli S44 46.75a – – COCOMO
S10 39.91 66.67 – Desharnais S52 47.00 – – Desharnais
S10 17.71 94.44 – NASA S65 31.54 72.22 – Desharnais
S11 16.39 88.89 – NASA S65 19.50 94.44 – NASA
S24 35.20 44.00 – Desharnais S65 21.94a 78.74a – COCOMO
S25 44.00 63.00 – Desharnais S65 68.63 61.67 – Albrecht
S26 132.00 50.00 – Miyazaki S65 33.49 64.00 – Kemerer
S26 35.00 38.00 – Dolado S65 12.19 92.94 – Koten & Gray
S27 46.94a – – Kemerer + Albrecht S66 59.40b – – Korean
S29 22.00 75.00 12.00 COCOMO S68 428.11 – – COCOMO
S34 73.88 73.58 – Tukutuku S69 62.32b 35.56b 36.44b ISBSG
S34 29.81 73.81 – COCOMO S69 27.72b 70.83b 15.23b Bank in Korea
S38 12.13 – – Samsung S70 95.39 30.56 57.25 ISBSG
S41 47.66a 38.00a 33.17a NASA S73 18.70 72.22 – NASA
S41 54.35a 32.67a 36.91a NASA93 S75 70.00 – – COCOMO + Kemerer
S41 85.44a 24.00a 61.42a USC S79 41.53a – – COCOMO
S41 39.88a 55.00a 29.10a SDR S83 27.20 53.00 – Desharnais
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Table C.10 (continued)

ID MMRE (%) Pred (25) (%) MdMRE (%) Data set ID MMRE (%) Pred (25) (%) MdMRE (%) Data set

S41 49.82a 33.08a 44.13a Desharnais S83 17.00 76.70 – ASMA
S84 7.17a – – 4GL Projects

DT
S8 300.00 26.30 – STTF S36 76.00 25.00 45.10 ISBSG
S8 106.61 33.00 – ISBSG S36 156.30 8.00 131.60 ISBSG
S10 60.54 55.56 – Desharnais S52 90.00b – – Desharnais
S10 16.39 88.89 – NASA S65 59.45 61.11 – Desharnais
S12 50.00b – – COCOMO + Kemerer S65 18.38 83.33 – NASA
S13 54.30a 30.00a 43.73a Finland S65 28.95a 71.71a – COCOMO
S14 – – 60.00a ESA S65 47.00 45.83 – Albrecht
S14 – – 43.67a Laturi S65 52.31 46.67 – Kemerer
S15 74.40 – 31.70 LIOO S65 11.64 88.24 – Koten & Gray
S20 17.00b 80.00b 11.00b Web applications S75 364.00 – – COCOMO + Kemerer
S22 8.97b 88.89b – NASA

BN
S53 34.30 33.30 27.40 Tukutuku S69 104.68b 28.44b 55.37b ISBSG
S57 190.00b 15.38b 86.00b Tukutuku S69 55.69b 41.67b 31.32b Bank in Korea
S67 156.00 – – Subramanian S78 94.00a 31.67a – ISBSG

SVR
S10 46.36 55.56 – Desharnais S65 36.85b 72.22b – Desharnais
S10 17.17 88.89 – NASA S65 16.50b 94.44b – NASA
S18 59.00b 34.00b 41.00b Tukutuku S65 20.76b 81.76b – COCOMO
S19 72.30a 39.55a 39.70a Tukutuku S65 44.65b 70.42b – Albrecht
S64 16.50b 88.89b – NASA S65 36.95b 66.67b – Kemerer

S65 8.95b 94.12b – Koten & Gray

GP
S16 44.55 23.30 – Desharnais S21 42.30 46.90 – Dolado
S21 25.60 77.30 – CF S21 58.40 62.50 – Kemerer
S21 54.80 64.00 – Albrecht S21 50.60 47.90 – Miyazaki
S21 26.90 73.70 – NASA S21 45.60 57.90 – Telecom 1
S21 71.00 35.30 – Belady & Lehman S21 62.30 51.60 – Desharnais
S21 178.10 15.60 – COCOMO S21 114.30 32.40 – Kitchenham
S21 8.70 94.40 – Heiat & Heiat S23 58.00b 43.00b 32.00b Desharnais

AR
S8 68.76 58.00 – STTF S8 29.88 56.00 – ISBSG

a Mean of accuracy values.
b Accuracy value under optimal model configuration.

Table C.11
Comparisons of MMRE between ML models and non-ML models (‘‘+’’ indicates ML model outperforms non-ML model, ‘‘�’’ indicates non-ML model outperforms ML model; the
number following study ID is MMRE improvement in percentage, the study ID in bold indicates the improvement exceeds 5%).

ML
model

Non-ML model

Regression COCOMO Expert FPA SLIM

CBR + S1(6), S17(36), S17(39), S24(26.1), S28(123), S28(37), S48(26), S50(53), S50(21), S50(29),
S50(8), S52(5), S55(8.81), S72(28), S72(1), S72(2), S72(60), S72(45), S72(148), S72(47),
S72(35), S80(13), S82(4)

S61(566.2) S51(27.2) S61(49.95) NA

� S1(18), S13(43.78), S14(45.67), S14(12.67), S20(4), S35(82), S36(5.1), S36(29.7), S48(9),
S51(9.65), S54(1), S77(10)

NA S61(22.07) NA NA

ANN + S11(4.64), S24(27.1), S25(41), S27(3.8), S38(13.97), S42(64.82), S42(68.18), S52(15), S66(91),
S68(92.6), S69(10.69), S69(3.89), S70(39.64), S79(16.33)

S29(4),
S75(540),
S79(568.47)

S66(17.2) S75(33),
S79(61.47)

S75(702),
S79(730.47)

� S7(46.89), S26(56), S26(4) NA NA NA NA

DT + S11(4.64), S12(113), S13(8.25), S14(0.33), S15(22.1), S22(14.33) S12(22),
S75(246)

NA NA S75(408)

� S14(30.67), S20(1), S36(50.6), S36(71.5), S52(28) NA NA S75(261) NA

BN + S53(60.5) NA NA NA NA
� S57(40), S69(31.67), S69(24.08) NA NA NA NA

SVR + S11(3.86), S18(91), S19(39.2), S64(6.8) NA NA NA NA
� NA NA NA NA NA

GP + S16(1.63), S21(0.22), S23(4) NA NA NA NA
� S21(1.96), S21(1.67), S21(2.45), S21(8.42), S21(44.5), S21(3.42), S21(14.05), S21(10.61),

S21(0.71), S21(8.02), S21(29.72)
NA NA NA NA

AR + NA NA NA NA NA
� NA NA NA NA NA
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Table C.12
Comparisons of MMRE between different ML models (‘‘+’’ indicates the model given in the row outperforms the model given in the column, ‘‘�’’ indicates the model given in the
column outperforms the model given in the row; the number following study ID is MMRE improvement in percentage, the study ID in bold indicates the improvement exceeds
5%).

ML
model

ML model

ANN DT BN SVR GP AR

CBR + S17(54), S17(21), S28(103), S28(71),
S48(11), S49(19), S49(10), S50(44),
S50(15), S50(52), S50(22)

S17(41), S17(40), S28(122), S28(34), S36(45.5),
S36(41.8), S48(54), S49(140), S49(20), S50(103),
S50(19), S50(72), S50(33), S52(33)

S57(316) S49(15), S49(8) NA NA

� S24(1), S38(10.57), S42(28.82),
S42(29.18), S52(10)

S13(52.03), S14(15), S14(13), S20(4) S53(100.4) S18(447), S19(517.2) S16(117.75),
S23(14)

NA

ANN + S10(20.63), S41(18.36), S41(339.99),
S41(237.79), S41(394.89), S41(69.54),
S42(69.82), S42(69.18), S52(43), S75(294)

S69(42.36),
S69(27.97)

S2(21.73), S2(1.38),
S10(6.45), S11(0.78),
S42(41.39), S42(36.75)

NA NA

� S10(1.32), S22(10.1), S70(34.23) S67(112),
S78(34.67)

S64(2.57) S16(16.08) NA

DT + NA S10(1.32), S11(0.78),
S22(2.42)

NA NA

� S53(656.1),
S67(81),
S78(22.57)

S10(14.18) NA NA

BN + NA NA NA
� S19(514.7) NA NA

SVR + NA NA
� NA NA

GP + NA
� NA

Table C.13
Strengths and weaknesses of ML techniques (those of SVR, GP and AR are not listed because none of them is supported by more than one study).

Strength Weakness

Items Supporting studies Items Supporting studies

CBR
� Intuitive and easy to understand S9, S24, S33, S61, S72,

S80, S81
� Sensitive to similarity function S25, S47, S80

� Be able to deal with poorly understood domains that are
difficult to model

S47, S52, S72, S80, S81 � Intolerant of irrelevant features S4, S25, S28

� Reasoning similar to human problem solving, so users are
more willing to accept it

S1, S28, S47, S61, S72 � Difficult to handle categorical features S4, S33, S47

� Appropriate in domains where theoretical model is unavailable
or difficult to model

S33, S61, S72, S80 � Cannot deal with missing values S4, S47

� Tolerate with outliers S47, S80, S81
� Perform well even with small data sets S1, S14, S52

ANN
� Can learn complex (non-linear) functions S24, S66, S68, S83 � Weak explanatory ability S8, S9, S10, S24, S25, S32, S52,

S66, S68, S70
� Capable of dealing with noisy data S24, S66 � Prone to get overfitting to the training

data
S8, S9, S41

� Sensitive to network architecture and
parameter setting

S41, S66, S83

� Require plentiful data for training S26, S41

DT
� Intuitive and easy to understand S12, S25, S50, S65
� Be able to deal with categorical features S12, S50
� Be able to avoid overfitting by pruning S8, S22
� Tolerate with outliers S12, S22

BN
� Capable of combining historical data with expert opinion S9, S67, S76
� Capable of learning causal relationships S9, S67
� Capable of avoiding overfitting the training data S67, S78
� Perform well even with small data sets S76, S78
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This review provides recommendations for researchers as well
as guidelines for practitioners. For researchers, we recommend
that they perform more empirical studies on ML based SDEE and
thus accumulate more evidence on the feasibility and performance
of ML models. We also recommend that researchers develop a gen-
eral framework for conducting experiments on ML models. As this
review has revealed that extremely few case studies or surveys
have focused on the application of ML model in industry, we there-
fore recommend that researchers conduct in-depth case studies or
surveys in industry and figure out the barriers to the adoption of
ML models in industry. For practitioners, we provide several guide-
lines for applying ML models in industry as follows: (1) understand
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the rationale of ML models and cooperate with experienced
researchers in the application of ML models; (2) choose the ML
models whose strengths match well with the estimation contexts
and goals; (3) give priority to within-company data sets when con-
structing ML models if the number of projects in the data sets is
sufficient; (4) use ML models in parallel with existing conventional
models at the early stage of the application of ML models; and (5)
share proprietary project data sets with research community.

For future work, in addition to estimation accuracy metrics,
other performance metrics such as generalization ability and inter-
pretability can also be considered, so that ML models can be eval-
uated more completely. Moreover, it is advisable to consult the
literature and experts in machine learning field to further verify
the correctness of the summarized strengths and weaknesses of
ML techniques in this review.
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