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Of all current threats to cybersecurity, botnets are at the top of the list. In consequence, interest in this
problem is increasing rapidly among the research community and the number of publications on the question
has grown exponentially in recent years. This article proposes a taxonomy of botnet research and presents
a survey of the field to provide a comprehensive overview of all these contributions. Furthermore, we hope
to provide researchers with a clear perspective of the gaps that remain to be filled in our defenses against
botnets. The taxonomy is based upon the botnet’s life-cycle, defined as the sequence of stages a botnet needs
to pass through in order to reach its goal.

This approach allows us to consider the problem of botnets from a global perspective, which constitutes a
key difference from other taxonomies that have been proposed. Under this novel taxonomy, we conclude that
all attempts to defeat botnets should be focused on one or more stages of this life-cycle. In fact, the sustained
hindering of any of the stages makes it possible to thwart a botnet’s progress and thus render it useless. We
test the potential capabilities of our taxonomy by means of a survey of current botnet research, and find it
genuinely useful in understanding the focus of the different contributions in this field.
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1. INTRODUCTION

Botnets are one of the most serious current threats to cybersecurity. The term botnet is
used to define a network of infected machines, termed bots, which are under the control
of a human operator commonly known as the botmaster. Bots are used to carry out a
wide variety of malicious and harmful actions against systems and services, including
denial-of-service (DoS) attacks, spam distribution, phishing, and click fraud [Feily et al.
2009; Abu Rajab et al. 2006]. As an example of the impact of botnet attacks, the FBI
recently disclosed that over $20 million in financial losses had been suffered in the USA
alone. In one case, a victim confirmed a loss of nearly $20,000 caused by DoS attacks
committed through botnets [FBI 2007].
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Fig. 1. Botnets research growth trend in last years.

Financial gains are usually the motive for the design and development of botnets by
botmasters, who can reportedly make large sums by marketing their technical services.
One example is that of Jeanson Ancheta, a 21-year-old hacker member of a group called
the “Botmaster Underground”. He acquired more than $100,000 from different Internet
advertising companies which paid him for introducing specially designed malicious
adware code into more than 400,000 vulnerable PCs he had previously infected and
taken over [Wilson 2007].

Highlighting the scope and thus the threat posed by botnets, Vinton Cerf, one of the
“fathers of the Internet”, estimated that 100–150 million of the 600 million hosts on
the Internet were part of a botnet [Weber 2007].

Between July 1st and December 31st, 2007, Symantec detected an average of 61,940
active bot-infected computers per day [Symantec 2008], which represents a 17% in-
crease from the previous report. Symantec also observed around 5 million different
bot-infected computers during this period, and 4,091 command and control (C&C)
servers. In an additional study made between January 1st and March 31st, 2009,
McAfee reported nearly 12 million new IP addresses operating as “zombies” [McAffe
2009], which is a significant increase over the levels in the Symantec report in 2007.

As a consequence of the impact of botnets, interest in this field is growing among
the research community. As shown in Figure 1, the number of publications on botnets
has grown exponentially in the last decade, from just a few in the early years of this
century to more than a hundred in the last year.

Some taxonomies [Dagon et al. 2007; Zeidanloo et al. 2010] and surveys [Feily et al.
2009; Li et al. 2009a; Zhu et al. 2008; Bailey et al. 2009] on botnets have been proposed
in recent years. However, these taxonomies mainly focus on different technical aspects
of botnets, such as their architecture, communication protocols, or detection techniques,
presenting a separate taxonomy for every one of these aspects. Accordingly, although
these taxonomies provide a partial understanding of certain aspects of botnets, it is
difficult to achieve a complete overview of the problem from them.

For this reason, there is a need to contribute a taxonomy that addresses the botnet
problem from a global perspective. The present article aims to help put into perspective
the huge amount of recent research in this field, highlighting the principal concerns
and challenges presented.

In this context, we suggest it is useful to model a botnet from a product life-cycle
perspective. As we extensively describe in this article, the botnet life-cycle begins with
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the conception of the botnet, and continues to its final objective of carrying out a certain
attack. We believe this life-cycle is linear and composed of a set of different stages that
are completed during the botnet’s evolution.

Observing a botnet from a product life-cycle perspective allows us not only to under-
stand the process of creation, development, integration, and use of a botnet, but also
to organize the huge number of projects underway among the research community to
defeat botnets. As a contribution to this goal, we present a survey on recent botnet
research, following the proposed taxonomy.

More importantly, as explained shortly, this work has led us to the view that any
defense technique or measure should be designed with the following idea in mind:
“Hindering the normal execution of any of the stages in the botnet life-cycle renders
the whole botnet useless.”

Taking all these issues into consideration, the rest of the article is organized as
follows. In Section 2 we present the principal concepts underlying botnet architecture.
Section 3 introduces and describes our taxonomy, while Section 4 presents a selection
of the most significant papers in the field of botnet research, organized according to
the proposed taxonomy. Some of the main challenges currently being addressed in
botnet research are then highlighted in Section 5, and finally, the main conclusions
and contributions of this study are summarized in Section 6.

2. FUNDAMENTALS OF BOTNET ARCHITECTURE

In this section, we review the main concepts about botnets that will be used in the rest
of the article. As previously stated, a botnet is a network of infected machines under
the control of a human operator. Two main components can be found within a botnet:
the bots and the botmaster. Infected machines are called bots, a term derived from the
word robot, reflecting the fact that all bots follow the instructions given by the human
operator, the botmaster, who controls the botnet and utilizes it to reach the ultimate
goal, commonly that of carrying out a security attack against a victim. The botnet is
controlled through the transmission of C&C messages among its members. To do so,
C&C channels must be established. In some cases, bots connect to a C&C server in
order to receive the messages sent by the botmaster. The existence of this server and
the architecture of the C&C communications depends on the botnet’s own architecture.
The different known alternatives are described in Section 3.1. Apart from the cited
main components of the botnet, that is, the botmaster and the bots, other roles appear
during the life-cycle of botnets.

—Developer. This is the person or group of people who design and implement the botnet.
The developer is not necessarily the same person(s) as the botmaster, as the design
and implementation work could have been subcontracted. In this line, there exist
several malware kits that provide all of the tools required to build up and administer
a specific botnet. They are commonly named Do-it-Yourself (DIY) malware creation
or generation kits. Several examples can be found: Zeus [Fortinet 2010], Twitter
[Boyd 2010], Aldi [Danchev 2010], etc.

—Client. There exist two main types of clients of a botnet. Some clients rent botnet
services from a botmaster. Examples of such services are spam distribution or Dis-
tributed Denial-of-Service (DDoS) execution to a certain server. On the other hand,
some clients seek to become botmasters themselves, by gaining control of the botnet
by an “illegal” commercial transaction. Subsequently, they use the botnet for their
own purposes.

—Victim. This is the system, person, or network which constitutes the object of the
attack executed. There are many different kinds of victims, depending on the main
purpose of the botnet, that is, a user who receives spam, someone from whom
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confidential information is stolen, a company that loses several million dollars due
to a DDoS attack, etc.

—Passive participant. This is the owner of a host which has been infected and therefore
turned into a bot. This new bot becomes part of the botnet without the user’s con-
sent. This participation, even without the user’s consent, can produce dramatic legal
consequences, as in the case of Matthew Bandy, a 16-year-old boy, who could have
received a 90-year prison sentence for (unwittingly) distributing child pornography
[McElroy 2007].

Let us now focus on the specific particularities of botnets, emphasizing in the first place
some of the main differences between them and other types of malware. These can be
summarized as follows: (i) The botmaster can send orders to an infected host without
directly controlling this machine; (ii) bots act in a coordinated manner and follow the
botmaster’s instructions. This ability to control a huge number of bots in a coordinated
manner enables the botmaster to execute massive attacks, such as DDoS, click fraud,
spam distribution, etc.

Additionally, botnets are designed in such a way that they attempt to hide all the
preceding interactions, to hamper botnet detection processes. This is done using tech-
niques like multihopping, ciphering, and binary obfuscation.

In the next section, these aspects are studied in greater detail and our proposal for
a new taxonomy is presented.

3. BOTNET LIFE-CYCLE

This article explores the utilization of a botnet life-cycle as a basis for creating a
taxonomy and performing a survey of the field. In fact, this concept has been proposed
previously, and some papers cite the notion of a botnet life-cycle [Feily et al. 2009; Liu
et al. 2009; Abu Rajab et al. 2006; Govil and Jivika 2007], but these studies merely
illustrate some of the processes involved in the normal operation of a botnet. There
is no comprehensive approach, either to the stages comprising the life-cycle or to the
interaction between them. In other words, to the best of our knowledge, to-date there
has been no in-depth study of these stages, how they should be characterized, and how
they should be defined and distinguished.

Accordingly, we propose a detailed study of the botnet life-cycle, ranging from its
conception to the achievement of the desired malicious purpose. The life-cycle proposed
here is a linear sequence of stages, that is, the end of the life-cycle (the successful attack)
is reached only after all the previous stages have been successfully carried out. This
is an essential argument, as we seek to show that a failure in any of the intermediate
stages of the life-cycle will thwart the botnet’s aim.

In order to justify the aforesaid, we describe these stages in detail and which pro-
cesses and roles are involved in each of them. Specifically, we define six stages in the
botnet life-cycle, as shown in Figure 2. Although a more detailed specification of the
different stages is presented later in the text, a brief description of them is advanced.

(1) Botnet conception. This is the first stage in any botnet life-cycle. The motivation
for creating a botnet is an essential element that will directly affect its design and
implementation. Diverse reasons might underlie a developer’s decision to generate
a botnet. Its main design characteristics are defined in this stage, and these are
obviously influenced by the specific purpose intended for the botnet.

(2) Botnet recruitment. Once a botnet is conceived and created, there is a need for
individual bots. Thus, a botmaster must recruit conventional hosts as members of
the botnet.

(3) Botnet interaction. This stage involves two different processes. First, infected
bots must be registered with the botnet in order to incorporate its dynamics and
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Fig. 2. Stages and complementary mechanisms of the proposed botnet life-cycle.

functioning. Second, there must be a communication framework supporting the
operation and maintenance of the botnet, so that the botmaster may keep in
contact with the different bots. These communications are mainly supported by
a C&C channel. The information exchanged is constituted of orders (from the
botmaster to the bots) and maintenance operations (code updating, membership
accounting, etc.).

(4) Botnet marketing. Although the most common motivation for a developer to initiate
the design and implementation of a botnet is to obtain monetary profit, there
are many other possible reasons, including ego, specific cause, entrance to social
groups, etc. Whatever the motivations, there is a marketing stage during which
the botnet must be publicized; the developer needs to convey the advantages and
capabilities of the botnet in a relevant forum in order to cede its use to clients and
thus profit from it.

(5) Attack execution. In this stage, the botmaster orders the bots to perform an attack.
As stated before, one of the main features of botnets is the huge number of bots
recruited to carry out the malicious activities. Therefore, botnets are effective
weapons for launching attacks that require a large number of hosts: DDoS, spam,
click fraud, and phishing, among others.

(6) Attack success. The ultimate goal of a botnet is to successfully execute the attack
for which it was designed.

Note that each stage of the life-cycle only represents the beginning of the execution of
a specific process. Clearly, if the botnet reaches the attack success stage, the botmaster
will try to apply it again for new attacks (conception stage); at the same time, new bots
will continuously be recruited (recruitment stage) and controlled (interaction stage).
For this reason, it should be understood that, according to this model, when a stage has
been completed by a botnet, any process contained within or before that stage could
subsequently be repeated.
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As shown in Figure 2, there also exist various complementary mechanisms to the
stages of the botnet life-cycle. These mechanisms are usually focused on attempting to
conceal the botnet (the location of bots and the botmaster, the communication processes,
etc.) from the security officer. Some examples of hiding mechanisms are multihopping,
polymorphism, IP spoofing, and fast-flux networks, all described in Section 3.6.

As mentioned in the Introduction, much work is being done among the research
community to defeat botnets and avoid their construction. These twin goals, however,
require totally different strategies, as discussed shortly. However, at this point it is
important to note that any single approach dedicated to defeating a botnet is really
focused on preventing the execution of either a specific process in one of the preceding
stages or that of a combination of processes in one or more stages. In consequence, it
can be deduced that a measure that effectively prevents any of these stages from being
executed is sufficient to thwart the botnet’s success, for example, if a measure avoids
the infection of bots it would be impossible to recruit enough soldiers to carry out the
attack. In summary, if we can hinder the execution of just one stage in the botnet
life, the goal of the botnet will be thwarted. For example, if the recruitment process
is impeded by any defense mechanism, the botnet influence will be insignificant due
to its limited scope. Obviously, most current botnets implement complementary hiding
mechanisms that reduce the probability of being detected. Note that, in our life-cycle
model, the hiding mechanisms implemented by botnets to hamper their detection are
not considered as an additional stage. This decision was taken in coherence with our
criterion for the definition of stages; preventing execution of hiding mechanisms does
not necessarily imply the thwarting of the botnet goal, but only increases the probability
that the botnet will be detected by a defense mechanism. In conclusion, we view the
botnet life-cycle as a linear chain of stages in which a botmaster can be defeated by
any one of the links (stages) being broken.

In the next sections, the different stages and processes of the botnet life-cycle are
described in greater detail, considering the different design and implementation alter-
natives that developers or botmasters may adopt. This explanation also allows us to
elaborate the taxonomy presented in Figure 3.

3.1. Conception

The first stage of the life-cycle is the conception of the botnet. It is important to under-
stand the reasons underlying botnet creation and the usual architectures and designs
employed.

The botnet conception stage can be divided into three phases or processes (see
Figure 4): motivation, design, and implementation.

Motivation. A potential botmaster needs a good reason to create a botnet. The mo-
tivations of a botmaster have been classified as money, entertainment, ego, cause,
entrance to social groups, and status: MEECES [Balas 2004]. However, the principal
motivations are those related to financial gain. The Symantec Global Internet Security
Threat Report, published in April 2010 [Symantec 2010], shows a detailed catalog of
prices for botnet services. For example, the Zeus botnet kit costs around $700.

Whatever the reasons potential botmasters may have, the process following motiva-
tion is that of designing and implementing the desired botnet. Various aspects should
be carefully considered during this process, especially those regarding bot infection
and botnet communications (described in the next sections). However, a key decision
regarding the design should be introduced at this point, namely the architecture of the
botnet. This feature determines the operation of the subsequent elements, and thus of
the botnet as a whole.

Design. Botnet architecture can be centralized, distributed, or hybrid. In a centralized
scheme, bots contact the C&C server in order to receive information from the botmaster.
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Fig. 3. Proposed taxonomy based on botnet life-cycle.

Fig. 4. Processes involved in the botnet conception stage.

In general, little time is spent in the transmission of a message from the botmaster
to all the bots, and this represents one of the major advantages of this scheme. Its
disadvantage is the fact that the C&C server constitutes a single point of failure. Thus,
if the server shuts down, the complete network is dismantled. Examples of centralized
botnets include Eggdrop [Pointer 1993], Gt-Bot and Agobot [Liu et al. 2009], and Bobax
[Stewart 2004a].

In order to avoid this principal single point of failure limitation, a C&C architecture
with fault tolerance is sometimes adopted. This is the situation of Conficker [Leder
and Werner 2009], where the Domain Generation Algorithm (DGA) is implemented to
determine in each case the central server that the bots are to be connected with.

In a distributed architecture, all the bots in the botnet act simultaneously as servers
and clients. This philosophy avoids the existence of a single point of failure, and so this
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kind of botnet is more resistant than a centralized one. However, the time required
for a message to reach all the nodes is much greater than in the centralized case.
Many botnets present a distributed structure, including Spybot [Li et al. 2009a], Storm
[Grizzard et al. 2007], Nugache [Stover et al. 2007], and Phatbot [Stewart 2004b].

Finally, hybrid botnets combine the advantages of the two previous architectures.
In this case, there exist one or more distributed networks, each with one or more
centralized servers. The disconnection of one of these servers implies, in the worst case,
the fall of one of the distributed networks, allowing the rest of the botnet to continue
its normal operation. Some examples of hybrid botnets are Torpig [Stone-Gross et al.
2009], Waledac [Sinclair et al. 2009], and a new design of botnet proposed by Wang
et al. [2010a]. More recent and sophisticated hybrid botnets include Alureon/TDL4
[Rodionov and Matrosov 2011] and Zeus-P2P [abuse.ch abuse.ch abuse.ch abuse.ch
2011]. Alureon/TDL4 was the second most active botnet in the second quarter of 2010,
according to a study by Microsoft. On the other hand, Zeus-P2P, also known as Murofet
v2.0, is designed to steal personal information that is periodically sent to several
centralized servers.

Implementation. Once the botnet has been conceptually conceived and designed, the
last process involved in this stage concerns the implementation of the architecture.
This task does not present special characteristics and can be performed following a
traditional software development process.

3.2. Recruitment

The implemented botnet software must be deployed for operation in a real environment.
For this purpose, bots must be recruited; indeed, the botmaster’s aim is to recruit as
many as possible. Note that this question is not unique to botnets, but is found in many
cyberattack techniques. Recruitment, also known as infection, has been widely studied
in the specialized literature.

In this respect, no special techniques are used in botnets, unlike those used by
malware in general in its propagation. In order to increase these capabilities in bot
software, it is usually designed to incorporate many existing exploits, and even new
and unreported bugs (zero-day exploits) are explored by the software. Showing the
scale of this problem, more than 16,000 vulnerabilities have been published in the last
three years [NVD 2010]. As an example, the Stuxnet botnet [Chien 2010] was recently
designed to exploit bugs in SCADA systems within nuclear plants. It is also remarkable
that the Agobot botnet [Barford and Yegneswaran 2007] uses more than 10 exploits.
For this reason, many subsequent botnet designs have been based on the Agobot code
for recruitment, for example, Phatbot [Stewart 2004b].

According to Provos et al. [2009], in recent years, recruitment is mainly based
on remotely exploiting servers’ vulnerabilities, identified by scanning the Internet
for vulnerable network services. Autonomously spreading a technique such as Con-
ficker [Leder and Werner 2009] is an example of such a scanning attack. Other recruit-
ment methods include sending out millions of email messages that contain something
tempting to click on, or setting up Web sites with browser exploits that activate a
drive-by-download [Provos et al. 2008] (a browser vulnerability allows a Trojan to be
installed just by visiting this Web site) [Solomon and Evron 2006]. Currently, the prop-
agation of malware through social networks is also growing rapidly as a recruitment
mechanism [Faghani and Saidi 2009; Zetter 2009].

3.3. Interaction

This stage refers to all the interactions performed during the botnet operation, in-
cluding the orders sent by the botmaster, the messages interchanged between bots,
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Fig. 5. Processes involved in the botnet interaction stage.

external communications from the botmaster to monitor botnet information, and also
the communications of bots with external servers.

One of the main differences between botnets and other types of malware is the
existence of communications making use of C&C channels. C&C messages are of
particular significance, and many research papers on botnets are directly related to
this question. Consequently, the botnet interaction stage is of major concern for the
research community.

Figure 5 shows the processes involved in this third stage. These interaction processes
can be classified as internal or external.

3.3.1. Internal Interactions. Internal interactions are those carried out among members
of the botnet, that is, from the botmaster to the bots or vice versa, or only among bots.
Here, we find two different processes: registration and C&C communications.

Registration process. Registration is the process through which a compromised host
becomes an effective part of the botnet. This process is also required in other networks,
like P2P, where the term bootstrap is used instead. There are two types of registration:
static and dynamic.

In static registration, all the necessary information to become part of the botnet is
hardcoded. Usually, the IP address of the C&C server is provided (with some type of
obfuscation) in the code of the bots. GT-Bot, Agobot, and SDbot [Liu et al. 2009] are
examples of this form of registration. In the case of distributed and hybrid botnets,
the static registration is slightly more complex. A newly infected host uses a group of
hardcoded IPs in order to request registration in the botnet. Waledac [Sinclair et al.
2009] is an example of this. Another example is Sinit [Stewart 2009], where every new
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bot tries several random IPs until it finds a member of the botnet, which then helps in
the registration process.

In dynamic registration, bots have to explicitly request the necessary information
to become part of the botnet, from a neutral third party or network. An example
of this kind of registration is that used in Phatbot [Stewart 2004b], which utilizes
Gnutella cache servers to download a list of peers that belong to the network. Once
this is downloaded, peers are sampled until a member of the botnet is found. Then, the
registration is made with this member.

C&C communications. The bulk of the interactions in the botnet occur after the
registration process is completed. These interactions are the C&C communications,
which can be grouped in accordance with three characteristics.

—Type of messages. As implied in the acronym, C&C messages can be classified as com-
prising either commands (orders) or control. Orders are generated by the botmaster
telling bots to perform a certain action. On the other hand, control messages are
mainly intended to compile information about the botnet, for instance, the number
of active bots and their associated IP addresses (accountability).

—Direction of the information. C&C messages can be classified as pull or push [Gu
et al. 2008b]. The bots periodically request information in pull C&C messages, but
receive the information in a passive manner, without explicitly sending a previous
request as is the case in the push C&C case.

—Communication protocol. Another important characteristic regarding C&C messages
is the protocol(s) involved in the communications. The most common alternatives are
the IRC, HTTP, and P2P protocols.

3.3.2. External Interactions. External interactions are those involving communications
between a member of the botnet and a noncompromised system. These communications
usually correspond to access to services commonly offered in the Internet. The following
main external services are used by botnets.

—DNS service. In a centralized botnet, bots usually launch DNS queries to resolve the
IP address of the C&C server. This is the case of the majority of IRC botnets, like
Agobot, GT-Bot, or SDBot [Barford and Yegneswaran 2007], among others. There are
also HTTP botnets, like Bobax [Stewart 2004a], which need DNS resolution.

—Services in P2P networks. A current trend in botnet design is the use of P2P networks
as an intermediate layer to hide C&C communications. Instead of hardcoding the
IP address of a C&C server, botmasters provide (in the bot code) only the name of a
resource that should be downloaded from a P2P network. This resource contains a set
of instructions from the botmaster, probably ordering an attack, or simply scheduling
a new updating with the download of another resource from the P2P network. For
example, Trojan.Peacomm [Grizzard et al. 2007] explores the Overnet network in
search of keys generated by using a built-in algorithm. These keys correspond to
files containing URLs from which bots will download an update file. Clearly, in these
botnets, an important volume of traffic is generated in the P2P network by these
interactions.

—Botnet monitoring services. By these means, a botmaster communicates with Inter-
net services to obtain useful information about the botnet itself, for example, the
availability of the domains used by the C&C server could be checked in a Whois
server or DNS service [Ramachandran et al. 2006].

3.4. Botnet Marketing

At this stage, the botnet has been created and presents a good level of functionality.
Now, the botmaster needs an incentive to use it. Although there are many possible
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reasons, such as entertainment, ego, status, etc., the most common is that of financial
gain.

This expected profit is usually obtained by: (i) selling the botnet code or, more com-
monly, by (ii) renting out the services of the botnet. In both cases, an advertisement
procedure is needed, through which the malicious user announces the capabilities and
the services offered by the botnet.

Although botnet developers may sell the source code, it is more frequently distributed
in the form of a DIY kit. As mentioned in Section 2, with such a kit even nonexpert users
can generate malware binaries. One such kit is Turkojan 4, which can be obtained free
of charge on the Internet [Turkojan 2012]. Similarly, the Zeus botnet kit is advertised
in underground community forums for about $700, while the complete source code of
NETTICK is offered for around $1200 [FBI 2010].

Another botnet marketing option is for services to be rented. Diverse services can
be contracted; thus, a report from Namestnikov, Karspersky Lab [Namestnikov 2009]
presents the following price list for renting the services of a botnet.

—DDoS attacks. This kind of attack costs from $50 to several thousand dollars per day,
mainly depending on the size of the botnet, and thus the strength of the attack.

—Email addresses. Obtaining a list of around one million addresses costs from $20 to
$100.

—Sending spam email. Sending spam email to a list of around a million addresses
ranges from $150 to $200.

—User accounts. Obtaining the online service account information of users of hosts in
which bots are located costs from $7 to $15 per account.

—Fast-flux networks. Cybercriminals, mostly phishers, pay botnet owners $1000 to
$2000 per month for hosting fast-flux services.

—Search engine spam. Webmasters use search engine optimization techniques in order
to improve their Web site ranking. This ranking could be improved in a fraudulent
manner by using a botnet, at a cost of $300 per month.

3.5. Attack Execution

A botnet’s ultimate goal is to execute an attack. The main feature of these attacks is
the enormous number of attackers taking part. This does not mean that botnets cannot
execute attacks conceived for a limited number of participants, but only that they are
specifically designed for those requiring a large number.

The principal attacks launched by botnets are as follows.

—Distributed Denial-of-Service (DDoS). DoS attacks are attempts to prevent the legit-
imate use of a service or simply reduce its availability. DDoS attacks are a particular
case in which multiple attacking entities operate simultaneously (against one or
more victims) to attain this goal [Mirkovic and Reiher 2004]. Botnets are perfectly
suited for launching DDoS attacks. Defense measures based on filtering source IP
addresses are bypassed, as the bots are very widely distributed, and usually do not
share IP prefixes. Furthermore, they are so heterogeneous that they emulate the
behavior of thousands of legitimate clients, making it extremely difficult to build
defense schemes against a DDoS launched using botnets. Examples of botnets used
for DDoS are Spybot and Agobot [Barford and Yegneswaran 2007].

—Spamming. A spam email contains certain information crafted to be delivered to a
large number of recipients, whether they wish it or not [Cormack 2008]. The use of
a botnet considerably increases the power to send a large number of spam emails
in a few seconds. Moreover, they can be sent using SMTP servers associated with
the users of the infected bots, and thus reception of the messages cannot be denied
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merely by filtering out the sending server. Bobax is a botnet used for this purpose
[Stewart 2004a].

—Phishing. This is a fraudulent activity defined as the creation of a replica of an
existing Web page or other online resource to deceive a user into submitting personal,
financial, or password data [van der Merwe et al. 2005]. These replicas involve a high
development and maintenance cost and phishers put great effort into hiding them.
For this purpose, they have recently been using a technique called fast-flux networks.
This consists in acquiring a large number of proxies that redirect users’ requests to
the phishing server. These proxies change very frequently, by the use of DNS entries
with low Time To Live (TTL) for the flux domain, thus making follow-up of the
communications highly difficult. For a fast-flux network owner, it is important to
have a high number of proxies available and it is also desirable for their locations to
be heterogeneous (i.e., different networks). It is clear that bots in a botnet perfectly
fit the role of proxies in a fast-flux network. Thus, botnets are used to implement
this hiding mechanism. For example, the Storm botnet implements this mechanism
to hide binary updating [Porras et al. 2007].

—Data stealing. This implies stealing sensitive information from users of the infected
bots. This is done by using malware techniques like file inspection, keyloggers, cookie
stealing, etc. As an example, the Zeus botnet [Stewart 2010] is able to steal cookies
saved by Paypal and send them to the botmaster, among other actions.

—Click fraud. This consists in inducing, by deceit, users to click on online ads or to
visit certain Web sites, and thus either increase third-party Web site revenues or
exhaust an advertiser’s budget [Wilbur and Zhu 2009]. The use of botnets makes it
possible to simulate the behavior of millions of legitimate users, and is thus ideal for
this kind of attack [Daswani and Stoppelman 2007].

3.6. Complementary Hiding Mechanisms

As shown in Figures 2 and 3, complementary hiding mechanisms are also considered
part of the proposed botnet life-cycle, although they are not defined as a stage. These
mechanisms are designed to hide the botnet and make it difficult to discover its com-
ponents (bots, botmaster, C&C channels). Unfortunately, even if a hiding mechanism
were uncovered, the botnet would not yet be defeated. For this reason, we consider that
these mechanisms do not constitute a stage, but rather are complementary to them.

There are many possible hiding techniques. The following are the most widely used
in botnets.

—Multihopping. The attacker connects to multiple proxies, specially located in various
countries where access to the proxies’ logs, before connecting to any bot, is hampered
by legal restrictions. In consequence, tracking the final IP address is more difficult.
This hiding scheme is typically used in the botnet interaction stage, such as in C&C
communication with the bots. Multihopping might also appear in the marketing
stage, for example, before publishing a message in a forum to announce the botnet.

—Ciphering. Regarding the interaction stage, in modern botnets, C&C communication
channels are usually ciphered to prevent them from being analyzed. The development
of viable techniques for detecting C&C channels becomes increasingly difficult when
ciphering is used. SpamThru [Stewart 2006] and Zeus [Stewart 2010] use encrypted
channels. Phatbot [Stewart 2004b] uses WASTE P2P encryption, a proprietary pro-
tocol developed for C&C communications in P2P networks.

—Binary obfuscation. Programmers use binary obfuscation techniques [Popov et al.
2007] to conceal the source code of a bot. This prevents reverse engineering and
therefore the analysis of the bot behavior associated with the botnet implementa-
tion in the conception stage. The Conficker botnet [Leder and Werner 2009] makes
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Table I. Complementary Hiding Mechanisms Present in Every Stage

Multi-hop Cipher Binary Obf Polymorph Email spoof IP spoof Fast-flux

Conception x
Recruitment x x x x
Interaction x x x
Marketing x x x x x

Attack execution x x x

intensive use of indirect calls and jumps and picks functions to pieces, which signifi-
cantly complicates the analysis.

—Polymorphism. This consists in creating different versions of the source code of a
program, which change while its functionality remains unaffected. This technique
impedes the signature-based detection process used by most current antivirus tools.
Polymorphism improves the botnet infection process during the recruitment stage.
Phatbot [Stewart 2004b] and Zeus [Stewart 2010] botnets use this technique.

—IP spoofing. This consists in sending IP packets with a fake source address. It is
widely used in DoS attacks with the aim of avoiding IP filters.

—Email spoofing. Similarly to IP spoofing, email spoofing consists in sending an email
with a fake sender address (or other fields of the header). This is commonly used in
phishing attacks, like that perpetrated by the Bobax botnet [Stewart 2004a].

—Fast-flux network. As explained in Section 3.5, this technique allows a final host to
hide in the network. In a botnet, if a central C&C server exists, a fast flux created
by a subset of the botnet could protect it.

Table I lists all these mechanisms and shows the stage in which they are used.

4. SURVEY OF BOTNET RESEARCH FROM A LIFE-CYCLE PERSPECTIVE

Our main intention in carrying out this survey of botnet research is to show how the
huge number of research proposals related to botnet questions can be ordered and
understood in accordance with our taxonomy. To do so, we now make a selection of the
most significant papers directly related to the question of botnets and classify them into
the different stages of the botnet life-cycle. With this work, we also seek to facilitate
the design of defenses against botnets.

During the preparation of this taxonomy, we concluded that all attempts at defeating
a botnet are really focused on one or more stages of its life-cycle. We now wish to
demonstrate this by analyzing the most important contributions in this field.

The majority of papers on the subject of botnets are really focused on studying specific
botnets or suggest defense mechanisms and algorithms against them. As we discussed
in the corresponding stages, these two groups of studies are actually focused on the
stages of botnet conception and interaction.

4.1. Botnet Conception

It seems clear that a good starting point to build a defense scheme would be to demo-
tivate potential botnet developers from undertaking the task of designing a botnet. A
first strategy to achieve this purpose is to implement specific legal measures aimed
at demotivating botnet developers; see Section 3.1 in APEC [2008]. Another possible
approach to hamper the implementation of botnets is to design networks which are
resilient to their operation. However, to the best of our knowledge, this field is almost
entirely unexplored.

In consequence, much research has focused on trying to understand botnet behavior
and architecture, and how botnets are designed and implemented. This has been sug-
gested as a prior step to discovering efficient detection mechanisms. Therefore, many
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papers on botnets are related to the botnet conception stage. We group them into three
classes: botnet infiltration strategies, the study of botnets, and an understanding of
new botnet designs.

4.1.1. Botnet Infiltration Strategies. In this group of contributions, researchers decide to
become part of a botnet in order to study it from within. Generally, botnet infiltration
is not an end purpose in itself but a means of studying a specific botnet. Although
there are legal issues and technical problems involved in carrying out a real attack on
a system, it is clear that this is a good way to learn several aspects of botnet behavior.
The infiltration process is accomplished by becoming a normal bot, the most common
approach, or a C&C server, thus taking control of part of the botnet.

Freiling et al. [2005] describe a general method for infiltrating as a bot in an IRC bot-
net: first, malware used by the botnet is obtained by using honeypots or Mwcollect. The
latter is a program, similar to Honeyd [Provos 2004], developed by the latter authors to
capture malware in nonnative environments. Then, the malware is analyzed to retrieve
useful information which enables infiltration into the corresponding botnet. Cremonini
and Riccardi [2009] present an open framework called Dorothy by which the activity of
a botnet infiltration can be monitored. In a case study, they infiltrated and monitored a
botnet called Siwa, collecting information about its functional structure, geographical
distribution, communication mechanisms, command language, and operations.

The rendezvous mechanism of some botnets, like Conficker, Kraken, and Torpig,
offers a unique opportunity to infiltrate as a C&C server. These botnets use domain
flux, by which each bot periodically (and independently) generates a list of domains
that are contacted. A bot then proceeds to contact them one after another. The first
host that sends a reply identifying itself as a valid C&C server is considered genuine,
until the next period of domain generation is started. Thus, to infiltrate these botnets,
researchers have proposed methodologies to predict the set of domain names which are
likely to be contacted by bots, and registered them to act as C&C servers. This is the
case of Porras et al. [2009] with Conficker, Amini [2008] with Kraken, and Stone-Gross
et al. [2011] with Torpig.

4.1.2. Study of Botnets. The study of botnets has been carried out by researchers at
two levels: bot level and network level. The study at bot level consists in analyzing the
actions performed by bots. The main aim of this study is to extract the flow diagram
of a bot code, together with information characterizing every stage of the bot life-cycle,
such as the communication protocol used, the attacks it can execute, the ciphering of its
communications, etc. On the other hand, studies at a network level are fundamentally
aimed at describing the general characteristics of a botnet: the number of online bots,
the churn of the network (rate of members appearing or disappearing), the activity of
a botnet over time, etc.

A detailed study of botnets is of enormous help in building defenses against them. For
this reason, many papers have studied specific botnets, by means of different strategies.
We classify these works into three main types: (i) tools to facilitate the study of botnets,
(ii) the study of a particular botnet, and (iii) the study of certain characteristics of
botnets in general.

Tools to facilitate the study of botnets. The use of reverse engineering to carry out a
complete study of malware is an arduous task. To facilitate this, several proposals on
automatic protocol reverse engineering have been developed. One of these, which has
been directly applied to botnets, is Caballero et al. [2009], in which the authors propose
the use of an automatic protocol reverse engineering process to reproduce the C&C
messages in a botnet. This can subsequently be used for active botnet infiltration.

There are possibilities of analyzing botnets other than by reverse engineering a
bot code. For example, Jackson et al. [2009] developed a system, called SLINGbot, that
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Fig. 6. Temporal evolution of botnets and their C&C protocols.

enables researchers to simulate current and potential future botnet traffic, characterize
it, and thus derive effective defense techniques. Another example can be found in Cho
et al. [2010], in which the authors propose a novel approach to infer protocol state
machines in a realistic high-latency network setting, and apply it to the analysis of
botnet C&C protocols.

Study of a particular botnet. Many research efforts have focused on studying a partic-
ular botnet. Taking a chronological approach, we highlight some of the most significant
papers in this field (Figure 6). Eggdrop [Pointer 1993] is the first known IRC bot and
was originally developed by Robey Pointer in 1993. Subsequently, different botnets
with similar architectures appeared, such as GT-Bot [Barford and Yegneswaran 2007;
Bacher et al. 2008] in 1998. This botnet was designed to launch an instance of the mIRC
chat-client with a set of scripts and other binaries, while aHideWindow executable was
used to make the mIRC instance invisible to the user. In 2002, Agobot [Barford and
Yegneswaran 2007; Bacher et al. 2008] was the first bot to make use of a control proto-
col other than IRC. In the same year, SDBot [Barford and Yegneswaran 2007; Bacher
et al. 2008] appeared. This was essentially a compact IRC implementation with its
own IRC functions. In 2003, an enhanced version of SdBot appeared, called SpyBot
[Barford and Yegneswaran 2007; Liu et al. 2009]. Its codebase is efficient, but it does
not exhibit the modularity or breadth of capabilities of Agobot.

A natural evolution of the original IRC botnets was constituted by botnets based
on the HTTP protocol. One of the major advantages of HTTP botnets is the ease of
development and deployment. As an example, HTTP outbound traffic is always allowed
and almost any compromised host will be able to communicate with an HTTP C&C
server. Such botnets include Bobax, which appeared in 2004, ZeuS in 2007 (very active
in 2010), and Torpig in 2008. Bobax bots are used as mail relay nodes, and they attempt
to infect other machines by exploiting certain vulnerabilities as well as by using spam
email [Stewart 2004a]. ZeuS and Torpig are designed to steal private information,
mainly bank accounts, using phishing techniques [Stewart 2010; Stone-Gross et al.
2011]. Torpig uses domain flux to make it harder to take down the C&C server. Other
HTTP botnets, such as Twetbot [Nazario 2009], use an external server (Twitter servers)
to control their bots.
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All the afore-described botnets are centralized botnets. As mentioned in Section 3.1,
the main problem of centralized structures is the existence of unique points of failure
located at C&C servers. Due to this feature, botnets have evolved from centralized
network structures toward distributed paradigms. The first known botnet to utilize a
P2P infrastructure was Slapper [Arce and Levy 2003] (2002). This is a variation of the
Apache Scalper worm with the peculiarity of using a P2P protocol in its C&C commu-
nications via UDP through port number 2002. Later, in 2003, a botnet termed Sinit
[Stewart 2009] appeared. This saves a list of known nodes and carries out a random
bootstrap process, by which newly infected hosts try to connect to a random IP address
until they find one that belongs to the botnet. Phatbot [Stewart 2004b] (2004) is a direct
descendant of Agobot, and utilizes the Gnutella cache servers in order to conduct its
bootstrap process. The messages sent in the P2P protocol are encrypted. In the Nu-
gache botnet (2005) [Stover et al. 2007], a new bot joins the network using a hardcoded
list of known peers and also communicates by means of an encrypted C&C channel.

Another recent issue regarding botnet architectures is the evolution to hybrid bot-
nets, which constitute an intermediate solution between centralized and distributed
structures. Storm Worm (also known as Peacomm) [Grizzard et al. 2007; Holz et al.
2008b; Stover et al. 2007] appeared in 2007 and was one of the most influential botnets
to-date because of its massive distribution and the difficulty of rendering it unusable.
Storm bots use Overnet, a decentralized P2P protocol, to find their HTTP C&C servers.
Storm Worm was also among the first botnets to utilize fast-flux techniques. Its main
purpose is the sending of spam mails. Two notable botnets appeared in 2008: Waledac
and Conficker. Waledac [Calvet et al. 2009; il Jang et al. 2009; Sinclair et al. 2009]
utilizes HTTP and P2P protocols for C&C and operates in a similar way to Storm.
Conficker [Leder and Werner 2009; Shin and Gu 2010] also implements C&C commu-
nications on HTTP and P2P protocols and uses a domain flux to hide its C&C servers. In
2010, a hybrid botnet, Stuxnet [Chien 2010], appeared, capable of reprogramming in-
dustrial control systems (SCADA) by modifying code on programmable logic controllers.
Its main purpose seems to be to launch attacks against nuclear power processing plants
in Iran. The fourth version of TDL, TDL4 [Rodionov and Matrosov 2011], appeared in
2011 and it presents P2P- and centralized-based communications. A bootkit is installed
in the infected system and loads the binary code before the operating system; thus, the
AV detection is avoided. One difference between TDL4 and other hybrid botnets is the
kad.dll library used to communicate with KAD, the distributed P2P network of the
eMule client. This communication is carried out in a similar way to Storm, but adding
a strong level of encryption. Finally, also in 2011, Zeus evolved to a hybrid architecture
[abuse.ch abuse.ch abuse.ch abuse.ch 2011]. Zeus is now using a hardcoded “IP list”
which contains IP addresses of other members in the P2P botnet. The botnet members
communicate through an ad hoc P2P protocol to obtain the updates of the bot code
and the configuration files. The bot then connects to the C&C domain listed in the
configuration file using HTTP POST to send the stolen information.

Study of certain characteristics of botnets in general. Many recent studies have been
made of certain general features of botnets, rather than focusing on a particular botnet.
Some of these are related to the development of methods for crawling botnets and thus
obtaining information about their characteristics. This is the case of Kanich et al.
[2008b], in which the authors highlight a number of challenges that arise in using
crawling to measure the size, topology, and dynamism of distributed botnets. These
challenges include the existence of traffic generated by unrelated applications, address
aliasing, and the presence of other active participants on the network such as poisoners.
In Kang et al. [2009a], the authors present the Passive P2P Monitor (PPM), which can
enumerate the infected hosts regardless of whether or not they are behind a firewall or
NAT. Abu Rajab et al. [2006] constructed a multifaceted and distributed measurement

ACM Computing Surveys, Vol. 45, No. 4, Article 45, Publication date: August 2013.



Survey and Taxonomy of Botnet Research through Life-Cycle 45:17

infrastructure and, over a period of more than three months, used this infrastructure
to track 192 unique IRC botnets. These authors revealed a number of behavioral and
structural features of botnets, and subsequently, in Rajab et al. [2007], showed how
various issues, including cloning, temporary migration, and hidden structures, can
significantly increase the difficulty of accurately determining the size of a botnet.

4.1.3. Design of New Botnets. Finally, some papers have focused on defining possible
alternatives in the design of new botnets. These studies allow the research community
to develop new defenses that anticipate the creation of these new botnets. For instance,
the authors of Wang et al. [2010a] describe a botnet with a hybrid structure. This
botnet is composed of several supernodes that act as C&C servers to other distributed
botnets. Jian et al. [2010] present a neighbors list selecting method based on a strongly
connected graph, and analyze a supernode selecting mechanism based on AHP. The
design of a P2P botnet with cryptography and a credit system is presented in Hund
et al. [2008]. Starnberger et al. [2008] describe Overbot, a new P2P protocol based on
existing legal P2P protocols related to Kademlia to carry out C&C communications. The
messages between the bots are encoded using the FIND NODE and FIND VALUE functions,
which allow a node to search for a specific value inside the DHT. Overbot uses the
160-bit hash values that are part of search queries to transmit a sequence number that
can be used by the botmaster to publish commands. Nappa et al. [2010] present the
design of a botnet based on Skype. Finally, Wang et al. [2010b] present some honeypot
detection techniques to be used in both centralized botnets and peer-to-peer structured
botnets.

4.2. Botnet Recruitment

Many proposals have been made by the research community to prevent the infection of
hosts in the Internet, with particular attention being paid to the propagation of viruses
and worms. When applied to the botnet problem, and in accordance with our taxonomy,
all these techniques are located at the recruitment stage. The contributions presented
in this case are divided into two classes: (i) studies of the recruitment process; and
(ii) recruitment defense techniques.

4.2.1. Studies of the Recruitment Process. Many research projects have been aimed at
studying the recruitment process in botnets, with the intention of determining useful
characteristics that facilitate the development of defense techniques. These studies
have revealed that the major contribution to malicious connection attempts can be
directly attributed to botnet-related spreading activity. Indeed, this accounts for around
27% of all malicious connection attempts [Abu Rajab et al. 2006]. Li et al. [2009c]
analyzed collections of malicious probing traffic in order to determine the significance
of large-scale “botnet probes”. This analysis draws upon extensive honeynet data, the
prevalence of different types of scanning, including properties such as trend, uniformity,
or coordination among bots in the scanning process. It is important to highlight the work
of Caballero et al. [2011], in which they perform a study of the Pay-Per-Install (PPI)
market by infiltrating several PPI services. They find that 12 of the 20 most prevalent
families of malware in 2010 make use of PPI services for recruitment purposes.

Several studies have proposed a propagation model. For example, Dagon et al. [2006]
created a diurnal propagation model to examine how time and location affect botnet
spreading dynamics. Another example is Li et al. [2009b], in which the authors build a
propagation model for the Conficker botnet. This model takes into account the geogra-
phy and connectivity among potential bots. Another approach is to study the propaga-
tion methods of specific botnets. For example, the authors in Harley et al. [2007] study
the infection and propagation methods used by SDBot, Rbot, Agobot, Phatbot, Spybot,
and Mytob.
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Nowadays, drive-by-download infection is extremely common. As Provos et al. show
in Provos et al. [2008], around 1.3% of all Google search queries produce at least one link
pointing to a page that performs a drive-by-download attack. In Provos et al. [2007], the
authors study Web-related malware by identifying the four main mechanisms used to
inject malicious content into popular Web sites: Web server security, user-contributed
content, advertising, and third-party widgets. Later, in Polychronakis et al. [2008]
the life-cycle of Web-based malware is discussed. To capture the network profile of
infected machines, the authors employ lightweight responders which provide fabricated
responses for commonly used protocols such as SMTP, FTP, and IRC. In Shin et al.
[2011], the authors study a large amount of infection data for Conficker, MegaD, and
Srizbi, in search of similarities and differences between members of botnets with an
auto-self-propagation method and botnets which need the help of external methods to
be spread, such as PPI or drive-by-download.

4.2.2. Recruitment Defense Techniques. In the recruitment defense field, the bulk of con-
tributions related to botnets are focused on detecting recruitment operations. Jordan
et al. [2009] propose collecting and analyzing botnet growth patterns as they appear at
the network level by intercepting the malware while it is transferred during infection.
This has the tangible result of capturing malware in a pristine state. Gu et al. [2007]
present BotHunter, a kind of network perimeter monitoring strategy, which focuses on
recognizing the infection and coordination dialog that occurs during a successful bot
infection. To counter drive-by-downloads, Egele et al. proposed in Egele et al. [2009] a
detection mechanism integrated into the browser that relies on x86 instruction emula-
tion to identify JavaScript string buffers containing shellcode.

4.3. Botnet Interaction

We believe that if a defense scheme could be developed to interrupt the processes
involved in any one life-cycle stage, the botnet would be defeated. Obviously, this
also applies to C&C communications, located at the interaction stage. Therefore, and
because the existence of C&C communications is an inherent property of botnets, many
researchers have devoted much time and effort in examining defense measures focused
on the interaction stage. In fact, most of the papers on defense mechanisms against
botnets are based on botnet interactions. To review this vast body of research with a
certain degree of order, we classified them into four groups: (i) generic C&C detection;
(ii) detection based on communication protocols; (iii) detection of communications with
external services; and (iv) response to botnets.

4.3.1. Generic C&C Detection. The contributions cited in this group are those related to
C&C detection in which no account is taken of the communication protocol used in the
botnet.

Some proposals [AsSadhan et al. 2009; Pham and Dacier 2009; Gu et al. 2008a] are
able to detect C&C traffic without specifying the communication protocol or network
structure, or requiring any prior knowledge of botnets. In AsSadhan et al. [2009], the
authors use periodograms to study the periodic behavior of these communications, and
apply Walker’s large sample test [Priestley 1982] to detect whether the traffic has a
significant periodic component or not. The authors claim that if the traffic has a signif-
icant periodic component, it has been generated by a botnet. Pham and Dacier [2009]
propose a method to identify and compile traces collected on low interaction honeypots
by machines belonging to the same botnet(s). The Botminer detection framework
[Gu et al. 2008a] clusters similar communication traffic and similar malicious traffic,
and performs cross-cluster correlation to identify the hosts that share both similar
communication patterns and similar malicious activity patterns. In Wurzinger et al.
[2009], the authors present an automated mechanism to generate bot detection models
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by observing the actual behavior of bot instances in a controlled environment. These
models are based on signs in the network traffic that a particular bot command is
being sent, as reflected in the effects generated by the corresponding response.

In Gu et al. [2008b], the authors propose an approach called BotSniffer that uses
network-based anomaly detection. In this case, the network structure is assumed cen-
tralized. BotSniffer identifies centralized botnet C&C channels in a local area network
without any prior knowledge of signatures or C&C server addresses. This detection
approach can identify both the C&C servers and the infected hosts in the network,
and is based on the spatial-temporal correlation and the similarity of bots belonging
to the same botnets. Yu et al. [2010b] propose transforming raw network traffic flows
into multidimensional feature streams within a time window, after which they group
feature streams with high similarities. Hosts classified into this group are then clas-
sified as potential bots. This approach can achieve efficient online botnet detection.
Other authors [Chang and Daniels 2009] propose schemes to detect C&C channels of
P2P botnets by observing node behavior profiles modeled by considering spatial and
temporal correlations. Strayer et al. [2008] use bandwidth, packet timing, and burst
duration to detect botnet C&C activity.

Some papers combine features extracted from one network with others of different
origins or characteristics. For example, the authors in Zeng et al. [2010] present a
framework that combines the network-level and the host-level information in order to
determine whether the analyzed host is part of a botnet or not. A similar approach is
taken in Efficient and Effective Bot Malware Detection (EFFORT) [Shin et al. 2012],
where five modules are proposed to correlate information from host and network level.

Other authors [Ji et al. 2008] suggest combining of network characteristics extracted
from several different locations (ISPs).

4.3.2. Detection Based on Communication Protocols. This category of contributions in-
volves analyzing C&C communications taking into account the particularities of the
protocols used. Most of these papers examine three kinds of communication protocols:
IRC, HTTP, and P2P.

Many papers are based on detecting botnets that communicate by means of the IRC
protocol. This is probably because, as mentioned before, it was the first protocol used
in botnet communications. Mazzariello [2008] proposes a framework for detecting
botnet activity that relies on a model of IRC user behavior. This framework detects
and decodes IRC activity within raw network traffic and, by analyzing a set of
descriptive parameters, builds up a classifier by which normal activity instances can
be separated from botnet-related ones. In Wang et al. [2009b], the authors propose
a novel algorithm called “channel distance”, based on the similarity of nicknames in
the same channel, to detect IRC-based botnets. This algorithm does not need any
preanalysis of existing bots. In a similar way, Goebel and Holz [2007] implement
Rishi, to detect IRC bots using techniques mainly based on passively monitoring
network traffic for unusual or suspicious IRC nicknames, IRC servers, and uncommon
server ports. To leverage these passive botnet C&C detection strategies, especially
for small botnets with obfuscated C&C content and infrequent C&C interactions, the
authors in Gu et al. [2009] present an IRC botnet detection method that uses active
botnet probing techniques in a network middlebox. Binkley [2006] contributes an
anomaly-based algorithm for detecting IRC-based botnet meshes. The algorithm is
based on two tuples, one for determining the IRC mesh based on IRC channel names,
and one to collect statistics on the number of SYN, FIN, and RESET packets observed.

Regarding HTTP botnet detection, Chen et al. [2010] develop a detection mechanism
based on anomalous Web flow traffic over an administrative network domain. This is
based on the idea that Web bots exhibit routine, regular Web connections which can
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be used to identify unusual Web flows within a network. Lee et al. [2008] also show
the relations of HTTP clients with HTTP servers, and propose a method to identify
malicious HTTP botnets by detecting traffic patterns with a certain periodicity.

Finally, some papers are related to the detection of P2P botnets. For example, Kang
et al. propose [Kang et al. 2009b] a novel detection method using multi-chart CUSUM.
Subsequently, Kang and Song [2010] describe a novel real-time detection model KCFM
(Kalman filter and multi-chart CUSUM Fused Model) which uses the discrete Kalman
filter to locate anomalous traffic, while the multi-chart CUSUM acts as the amplifier
to make the abnormality more apparent. The aim of Masud et al. in Masud et al.
[2008] is to detect P2P botnets using network traffic mining. A similar approach is
taken by Liao and Chang [2010]. In the same line, Nagaraja et al. [2010] propose
BotGrep, an algorithm that isolates peer-to-peer communication structures based on
information about pairs of inter-communicating nodes (communication graph). The
authors in Coskun et al. [2010] base their P2P bot detection method on identifying
the network connections that involve known botnet members. They show that if bots
select their peers randomly and independently, any given pair of P2P bots in a network
communicate with at least one mutual peer outside the network with a surprisingly
high probability. Zhang et al. [2011] present a detection system capable of detecting P2P
botnets with no observable malicious activities, that is, stealthy P2P botnets. They first
extract the hosts that expose a P2P behavior. Then, they derive statistical fingerprints
of the P2P communications generated by these hosts. Finally, they distinguish between
P2P normal hosts and P2P bots, extracting those with persistent connections and with
a high overlap of the set of contacted IPs.

4.3.3. Detection of Communications with External Services. The contributions in this
group are related to detecting the activity generated by a botnet while interacting
with noncompromised servers. Several such proposals are based on detecting the
communications of a botnet with DNS servers. In Villamarin-Salomon and Brustoloni
[2008], the authors evaluate two approaches for identifying botnet C&C servers
based on anomalous DDNS traffic. The first approach consists in looking for domain
names whose query rates are abnormally high or temporally concentrated. The second
approach searches for abnormally recurring DDNS replies indicating that the query is
for a nonexistent name (NXDOMAIN). Yadav et al. propose in Yadav et al. [2010] an al-
gorithm to detect the “domain fluxes” in DNS traffic by looking for patterns inherent to
domain names that are generated algorithmically. To do this, they use the distribution
of alphanumeric characters and the bigrams of all the domains mapped to the same
group of IP addresses. Subsequently, in Yadav and Reddy [2011], the previous work is
used in conjunction with an approach similar to Villamarin-Salomon and Brustoloni
[2008]. Here, the detection method is based on the correlation between NXDOMAIN
responses and the entropy of the domains belonging to the corresponding DNS queries.
Choi et al. [2007] propose a botnet detection mechanism based on monitoring DNS
traffic queries simultaneously sent by distributed bots. Ramachandran et al. [2006]
perform counter-intelligence based on the insight that botmasters themselves perform
DNSBL lookups to determine whether their spamming bots are blacklisted or not.

4.3.4. Response to Botnets. A commonly proposed response mechanism against botnets
consists in filtering traffic coming from previously detected botnet members. Another
approach is based on the detection of C&C servers, with the intention of bringing them
down.

The bulk of these contributions are really focused on detection. However, some papers
specifically focus on developing response mechanisms. For example, some proposals for
responses against P2P botnets are based on the use of existent attacks in this type of
network, relying on the use of a Sybil attack to thwart the botnet. Here, the attacker
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subverts the reputation system of a peer-to-peer network by creating a large number of
pseudonymous entities, using them to gain a disproportionately large influence. Some
contributions that explore this type of response are Holz et al. [2008b], Davis et al.
[2008], and Davis et al. [2009].

First, in Holz et al. [2008b], Holz et al. presented a case study showing how to use
Sybils to infiltrate the Storm botnet. These authors used an Overnet crawler which
runs on a single machine. One of the main goals of this study was to determine the
effect of pollution attacks (index poisoning) by posting polluted values associated with
Storm search keys. The authors evaluated the effectiveness of the pollution attack by
simultaneously polluting the value of a key used by Storm, and crawling the Storm
network and searching for that key. Their experiment showed that by polluting the
keys that Storm uses, they were able to disrupt the botnet communication.

The works of Davis et al. [2008, 2009] are complementary to that of Holz et al. An im-
portant difference with index poisoning attacks is that Sybil nodes must remain active
and participate in the underlying P2P protocols, in order to remain in the peer list of
regular bot nodes. However, they do not have to respond to the botmaster’s commands
or participate in illicit activities. In addition, these studies seek to discover how re-
silient such attacks are against botnet adjustments used as counter-countermeasures.
Another work in this line is Ha et al. [2009], in which the authors simulate a P2P botnet
based on Kademlia and evaluate the effectiveness of potential mitigation techniques:
content poisoning, Sybil based, and Eclipse based.

4.4. Marketing

Defense schemes focusing on the marketing stage are a potentially effective point
to undermine the effects of botnets. Taking legal measures is a possible approach.
Obviously, if those who advertise botnets were subject to legal penalties, this could
limit the use of botnets. Measures applied at the marketing stage should also focus
on capturing and identifying botmasters’ activities. Consider, for example, the case of
Thomas James Frederick Smith in FBI [2010], one of the creators of NETTICK IRC
botnet. He posted a public message on several forums in which he offered an executable
program to control his botnet for $750. On 10 June 2010, he pled guilty to conspiracy
to intentionally cause damage to a protected computer.

An example of a contribution in which defenders focus on the marketing stage can
be found in Ramachandran et al. [2006]. These authors detect a botnet by inspecting
the lookups made to the DNSBL, in which blacklisted domains are publicly available.
These lookups are carried out by botmasters in order to assure the availability of their
botnets, probably before renting their services.

The majority of the contributions from the research community are focused on under-
standing this new underground economy, as this is a crucial first step to designing ap-
propriate defense schemes to thwart the marketing stage. In the following, we present
some relevant contributions aimed at achieving a better understanding of this market,
grouped into two sets: (i) advertisement analysis, and (ii) monetization analysis.

4.4.1. Advertisement Analysis. The first exploration of the underground economy of ac-
tivities such as credit card fraud, identity theft, and spamming was carried out by
Franklin et al. [2007]. They analyzed the messages interchanged in public Internet
chat networks over 7 months and highlighted the importance of the shift from “hack-
ing for fun” to “hacking for profit”. Later, these markets evolved with a move toward
Web forums and the sharing of wider information about malicious activities. In Zhuge
et al. [2008], a detailed overview of this underground market and a model to describe
it are presented. These authors crawl a black market forum to estimate the volume of
criminal activity.
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Some contributions analyze the behavior of participants in these underground fo-
rums. Thus, in Radianti [2010], the author highlights the interaction, rules, and social
behavior of participants. In the same line, a system for automatically monitoring these
channels and their participants is presented in Fallmann et al. [2010]. This system
monitors both IRC and Web forums. Motoyama et al. empirically examine in Motoyama
et al. [2011] the social networks formed in such forums and the mechanisms employed
to manage trust, characterizing the social network makeup for six underground forums:
BlackHatWorld, Carders, HackSector, HackE1ite, Freehack, and L33tCrew.

Other authors propose to focus on the defenses presented for other black markets.
This is the case of Molnar et al. [2010], in which the authors propose “promises”
and “puzzles” in the use of observational data for studying the Internet underground
economy. These mechanisms have been encountered previously in drug policy research,
and the paper highlights possible lessons to be learned from this different field.

4.4.2. Monetization Analysis. Several contributions focus on analyzing the question of
monetization for a particular service, such as information stealing or spam. Holz et al.
[2009] captured and analyzed a total of 33GB of keylogger data from more than 173,000
compromised machines. They focused on questions about the type and the amount of
data stolen, and conclude that this type of cybercrime is a profitable business, allowing
an attacker to earn hundreds of dollars per day. For example, they recovered more
than 10,700 stolen online bank accounts, potentially worth several million dollars on
the underground market.

Regarding the spam market, the authors in Kanich et al. [2008a] infiltrated an ex-
isting botnet’s infrastructure. For nearly half a billion spam emails, they identified
the number of user visits achieved to the advertised sites and the number of “sales”
and “infections” produced. This work allows us to distinguish between claimed and
true losses. This work was subsequently extended in Levchenko et al. [2011] where
the authors analyzed large spam campaigns and examined the entirety of the value
chain, but offered less precision regarding specific costs. In Kanich et al. [2011], the
authors describe two inference techniques for probing within the business operations of
spam-advertised enterprises: (i) estimating the number of orders received, and hence
the revenue, via online store order numbering, and (ii) characterizing purchasing be-
havior through third-party image hosting data. Using this information, they were able
to provide informed estimates of order volumes, product sales distribution, customer
makeup, and total revenues for a range of spam-advertised programs.

4.5. Attack Execution

As described in Section 3.5, the most common attacks executed by botnets are DDoS,
spam, phishing, and click fraud. Much research has been published on how to deal with
these attacks, regarding prevention, detection, and response, but many open questions
remain.

Although many contributions propose countermeasures against these attacks
[Mirkovic et al. 2004; Douligeris and Mitrokotsa 2004], in this section we focus on
those which are directly related to botnets.

The Botminer [Gu et al. 2008a] detection framework identifies as bots all the hosts
that share similar malicious activity patterns and similar communication patterns.

The authors in Freiling et al. [2005] use traffic generated by DDoS attacks to detect
botnet members. This is based on the observation that coordinated automated activity
by many hosts needs a mechanism to remotely control them.

We also find in Yu et al. [2010a] the use of click fraud attack patterns to detect
members of a botnet. The authors present SBotMiner, a system for automatically
identifying stealthy, low-rate search bot traffic from query logs. This approach is able
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to capture groups of distributed, coordinated search bots. Duan et al. [2009] use spam
activity to detect botnet members, and develop an effective spam zombie detection
system named SPOT that monitors the outgoing messages of a network. The SPOT
design is based on a powerful statistical tool called the Sequential Probability Ratio
Test, by which false positive and false negative error rates are bounded. Similarly, the
authors of Xie et al. [2008] characterize spamming botnets using spam payload and
spam server traffic properties, and propose a spam signature generation framework
called AutoRE to detect botnet-based spam emails and botnet membership. BotGraph
[Zhao et al. 2009] is another spamming botnet detection capable of detecting stealthy
botnet users in two steps. First, aggressive signups are detected, limiting the total
number of accounts owned by a spammer. Second, a graph-based approach is used to
detect the remaining stealthy bot accounts, based on the correlation between the login
activities.

Al-Duwairi and Manimaran [2009] suggest the detection of DDoS using information
provided by Web search engines (especially Googletrade). The main idea is that Google-
trade can help distinguish human users from bot programs by directing users who want
to access a Web site under attack to a group of nodes that will perform authentication
in which users are required to solve a reverse Turing test to obtain access to the Web
server. Another example of this approach is found in Collins et al. [2007]. Here, Collins
et al. predict future hostile activity from past network activity. To do so, they define a
network-based quality of uncleanliness, which is an indicator of how likely a network
is to contain compromised hosts. They show that botnet activity predicts spamming
and scanning.

4.6. Complementary Hiding Mechanisms

Malware normally uses complementary hiding mechanisms and much work has been
done by the research community to detect and disrupt these mechanisms.

A significant type of hiding mechanism in the field of polymorphism and binary ob-
fuscation is that of packers/cryptors. A packer [Yan et al. 2008] is a program to compress
and encrypt executable files saved to disk, and to restore the original executable image
when the packed file is loaded into memory. Packers are used to protect an application
from being reverse engineered. This may be used by malware authors to obfuscate the
structure of a malware file and thus avoid detection, as packing a single file using differ-
ent packers results in syntactically different versions of the binary code. Although they
can be used by legitimate software to minimize download times and storage space, or
to protect copyrighted coding, they are commonly used in malware to disguise the con-
tents of malicious files from malware scanners and to hamper the reverse engineering
operations. As shown in some studies [Brosch and Morgenstern 2006], more than 92%
of 735 malwares examined during 2006 were packed. In the same paper, the authors
claim that the use of packers in malware can considerably reduce its detection rate
(around 40% in some cases). Indeed, the packed malwares resulting from some packer
applications are not detected at all, depending on the AV system, for example, UPX,
Armadillo, Themida, VM-protect, Epack, Cexe, etc. The authors in Oberheide et al.
[2008] also claim the questionable long-term effectiveness of traditional host-based
antivirus methods due to the effectiveness of modern techniques such as polymorphism.

As mentioned in Section 3.6, the most common hiding mechanisms used by bot-
nets are multihopping, ciphering, binary obfuscation, polymorphism, IP spoofing, email
spoofing, and fast-flux networks. Here, we focus on fast-flux networks, because the use
of this technique necessarily implies botnet support. This is due to the need for an
enormous number of compromised hosts, that is, bot members. Assuming this, the de-
tection of fast-flux participants is considered to be same problem as the detection of
botnet members.
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The first case study of fast-flux networks was presented in Honeynet Project [2007], in
which several examples of fast-flux service networks were described. This paper also
provided an overview of what fast-flux service networks are, how they operate, and
how criminal communities leverage them. Subsequently, the first published system to
detect fast-flux networks was FluXOR [Passerini et al. 2008]. The detection strategies
of FluXOR rely entirely on the analysis of a set of features observable from the point
of view of an ordinary user. The authors propose three types of features to distinguish
between benign and malicious hostnames: domain name, availability of the network,
and heterogeneity of the agents. Holz et al. [2008a] define a metric to distinguish
fast-flux networks from legitimate content distribution networks. This metric is based
on two restrictions for fast-flux networks: (i) the range of IP addresses of a fast flux is
rather diverse, and (ii) there is no guaranteed uptime of the flux agent, as the controlled
machines can go down anytime.

Nazario and Holz [2008] used data mining of live traffic to discover new fast-flux
domains and then tracked those botnets with active measurements for several months.
Caglayan et al. [2009a] present a behavioral analysis of fast-flux networks using their
database compiled over a period of 9 months. Their results show that such networks
share common life-cycle characteristics and form clusters based on size, growth, and
type of malicious behavior.

Caglayan et al. in Caglayan et al. [2009b] present the first empirical study for de-
tecting and classifying fast-flux service networks in real time. In Perdisci et al. [2009],
the authors propose a novel, passive approach for detecting and tracking malicious flux
service networks. Their detection system is based on the passive analysis of Recursive
DNS (RDNS) traffic traces collected from multiple large networks. This method is ca-
pable of detecting malicious flux service networks in the wild, instead of extracting
them from a spam mail or a domain blacklist. Bilge et al. [2011] present EXPOSURE,
a system that employs large-scale, passive DNS analysis techniques to detect domains
involved in malicious activities. They characterize different properties of DNS names
and the ways that they are queried, extracting from the DNS traffic 15 features grouped
into the following sets: time-based features, DNS answer-based features, TTL value-
based features, and domain-name-based features. In the same line as EXPOSURE,
Antonakakis et al. [2011] present Kopis, which monitors streams of DNS queries and
responses from the upper DNS hierarchy to detect malware domain names. The fea-
tures used by Kopis rely on the information accessible in the upper DNS hierarchy, thus
enabling the detection of DNS malware-related domains even when no IP reputation
information is present.

These contributions show that attackers are adopting fast-flux techniques, and that
there is still much work to do. We suggest fast-flux networks should be studied in depth,
because they constitute a promising way of detecting botnets.

5. FUTURE RESEARCH GUIDELINES

Despite the considerable number of proposals made and work carried out in the field of
botnet detection and prevention, our study reveals that there are still certain aspects
that should be investigated in greater depth. We now present the main challenges
currently facing the research community in this field.

5.1. Design of Botnet-Resilient Protocols and Systems

Our survey of the contributions on botnets shows that the question of detection has
been widely studied. However, preventing the appearance of botnets is almost totally
unexplored.

A new trend in the design of botnets is the use of existent, legal P2P networks, which
are named leeching botnets [Wang et al. 2009a]. This is the case of Storm [Grizzard et al.
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2007], which uses the Overnet network to find and communicate with its bots. There ex-
ists also the example of Overbot [Starnberger et al. 2008], a new P2P protocol based on
existent, legal P2P protocols related to Kademlia. Another example of a leeching botnet
is Alureon/TDL4 [Rodionov and Matrosov 2011], one of the most active botnets in 2010,
which communicates through KAD, the distributed P2P network of an eMule client.

In view of their heightened importance, we suggest that leeching botnets should be
very carefully considered when future protocols and systems are designed. Up to now,
engineers have taken into account the existence of DoS attacks and the problem of host
infection, modifying their designs to take these two issues into consideration. However,
it is also important to develop mechanisms to prevent the use of hidden C&C channels
by botnet developers.

5.2. Cross-Stage Detection of Botnets

Despite the great effort made to detect botnets, this problem remains unsolved. Our
examination of the botnet life-cycle suggests that any effective mechanism focused on
hindering a particular stage constitutes a valid defense against botnets. On the other
hand, another point of view can also be found in our approach to describe botnets. As in
cross-layer design paradigms recently proposed for other technologies, a “cross-stage”
approach could be followed for the detection of botnets. As an example, mechanisms for
the detection of bot spreading (recruitment stage) could be combined with approaches
to detect marketing actions by botnet developers (marketing stage).

BotMiner [Gu et al. 2008a] is the first approach to base detection on the assumption
that bots continue communicating with some C&C servers/peers while performing
malicious activities. These authors cross their information on the interaction and attack
stages in order to carry out the detection process. However, as Zhang et al. [2011] claim,
modern botnets tend to be stealthier in their malicious activities, making current
detection approaches ineffective, including those in Gu et al. [2008a]. Therefore, new
cross-stage approaches should be based not only on attack and interaction stages, but
also on the different stages of the botnet life.

5.3. Defense against Botnets at the Marketing Stage

As mentioned in Section 4.4, the majority of the contributions discussing the marketing
stage focus on monetization and advertisement analysis. These works aim at giving an
idea of the importance of the botnet problem.

We believe that new defense schemes against botnets should be specifically based on
the marketing stage. This is because nowadays botnets have shifted from “hacking for
fun” to “hacking for profit” [Franklin et al. 2007] and therefore the marketing stage
constitutes a visibility point through which botnets could be detected.

Thus, techniques should be developed to detect anomalous activity in a marketing
environment: underground forums, social networks, etc. In a subsequent phase, these
notifications should be correlated to direct the analysis toward attack vectors such as
spam, DDoS, and click fraud.

5.4. Response Mechanisms against Botnets

The development of response mechanisms against the presence of botnets is also very
scant. We believe the main reason for this is the lack of efficient detection mechanisms,
which is a prior condition for a response to be made. Some approaches have been
suggested in this field, for example, in Leder et al. [2009], where the authors propose
joining the botnet and taking it down from within, like an autoimmune disease. Despite
this and similar studies, the question has not been explored in depth and much more
research is still required.
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New response techniques could be based on existent prediction techniques and thus
new botnets could be confronted from the very moment of their appearance. Some
examples of such prediction techniques are Dagon et al. [2006], Collins et al. [2007],
and Shin et al. [2011].

5.5. Moving from Size Estimation to Impact Estimation

Most botnet measurement studies concern the number of compromised bots within a
particular botnet, that is, they are based on size estimation. As suggested in ENISA
[2011], the research focus should shift from measuring the size of botnets towards
analyzing the impact of specific botnets of particular significance to society.

It is essential to analyze malicious functionalities, especially the development of
generic approaches for fast identification, and the handling of important aspects,
including:

—C&C infrastructure and protocol;
—weaknesses and attack vectors in the malware and C&C infrastructure that can be

used to allay it; and
—complexity of applied design concepts like cryptography, hiding techniques, and code

obfuscation in the malware.

5.6. Exploring Infection based on Emerging Technologies

A common vector for the recruitment stage is based on exploiting software vulnera-
bilities. These vulnerabilities are particularly apparent new software or technologies.
According to the technical report published by Juniper in February 2012 [Juniper 2012],
in 2011 the number of android malware samples was 3,000% higher than in 2010. New
botnets for Android include Geinimi and Droid Kungfu, among many others. Due to
the extremely high and growing number of malwares based on emerging technologies,
the research community must focus on this issue in order to reduce the effects of new
infection techniques.

6. CONCLUSIONS

Because of the harmful effects of botnets and the considerable interest among the
research community in this field, we propose a taxonomy of botnet research with a
double aim: (i) to describe the botnet problem in global terms; and (ii) to provide a
useful tool to clarify the wide variety of considerations on this question.

The taxonomy is based on the botnet’s own life-cycle. This presents an interesting
property: every stage of the life-cycle must be successfully completed if the botnet is to
succeed. Therefore, interrupting the execution of just one stage in the botnet life-cycle
renders the whole botnet useless.

We have reviewed current research work in this field, and show that all defense
efforts are in fact focused on one or more of these stages. This review is presented here
as a survey of the most relevant contributions in the field.

Our analysis of research contributions in this field has produced an overall picture
and reveals the gaps needing to be filled in the near future. We also present our point
of view about future research challenges, suggesting some main lines of approach.
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