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In the recent few decades there has been very significant developments in the theoretical understanding of Support vector machines (SVMs) as well as algorithmic strategies for implementing them, and applications of the approach to practical problems. SVMs introduced by Vapnik and others in the early 1990s are machine learning systems that utilize a hypothesis space of linear functions in a high dimensional feature space, trained with optimization algorithms that implements a learning bias derived from statistical learning theory. This paper reviews the state-of-the-art and focuses over a wide range of applications of SVMs in the field of hydrology. To use SVM aided hydrological models, which have increasingly extended during the last years; comprehensive knowledge about their theory and modelling approaches seems to be necessary. Furthermore, this review provides a brief synopsis of the techniques of SVMs and other emerging ones (hybrid models), which have proven useful in the analysis of the various hydrological parameters. Moreover, various examples of successful applications of SVMs for modelling different hydrological processes are also provided.
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1. Introduction

Hydrological models provide us a wide range of significant applications in the multi-disciplinary water resources planning and management activities. Hydrological models can be formulated using deterministic, probabilistic and stochastic approaches for the characterization of surface and ground water systems in conjunction with coupled systems modelling such as hydro-ecology, hydro-geology and climate. However, due to resource constraints and the confined scope of available measurement techniques, there are limitations to the availability of spatial-temporal data [1]; hence a need exists to generalize data procured from the available measurements in space and time using special techniques like support vector machines and its hybrid models.

Hydrological model applications have a wide variety of objectives, depending on the problem that needs to be investigated [1]. To analyze hydrologic data statistically, the user must know basic definitions and understand the purpose and limitations of SVM analysis. The application of SVM methods of hydrological analyses requires measurement of physical phenomena. The modeller has to evaluate the accuracy of the data collected and should have a brief knowledge on how the data are accumulated and processed before they are used in modelling activities. Some of the commonly used data in hydrologic studies include rainfall, snowmelt, stage, streamflow, temperature, evaporation, and watershed characteristics [2].

SVMs have been recently introduced relatively new statistical learning technique. Due to its strong theoretical statistical framework, SVM has proved to be much more robust in several fields, especially for noise mixed data, than the local model which utilizes traditional chaotic techniques [3]. The SVM has brought forth heavy expectations in recent few years as they have been successful when applied in classification problems, regression and forecasting; as they include aspects and techniques from machine learning, statistics, mathematical analysis and convex optimization. Apart from possessing a strong adaptability, global optimization, and a good generalization performance, the SVMs are suitable for classification of small samples of data also. Globally, the application of these techniques in the field of hydrology has come a long way since the first articles began appearing in conferences in early 2000s [4].

This paper aims at discussing the basic theory behind SVMs and existing SVM models, reviewing the recent research developments, and presenting the challenges for the future studies of the hydrological impacts of climate change.

2. Theory of support vector machines

The support vector machines (SVMs) are developed based on statistical learning theory and are derived from the structural risk minimization hypothesis to minimize both empirical risk and the confidence interval of the learning machine in order to achieve a good generalization capability. SVMs have been proven to be an extremely robust and efficient algorithm for classification [5] and regression [6,7]. Cortes and Vapnik [8] proposed the current basic SVM algorithm. The beauty of this approach is twofold: it is simple enough that scholars with sufficient knowledge can readily understand, yet it is powerful that the predictive accuracy of this approach overwhelms many other methods, such as nearest neighbours, neural networks and decision tree. The basic idea behind SVMs is to map the original data sets from the input space to a high dimensional, or even infinite-dimensional feature space so that classification problem becomes simpler in the feature space. SVMs have the potential to procreate the unknown relationship present between a set of input variables and the output of the system. The main advantage of SVM is that, it uses kernel trick to build expert knowledge about a problem so that both model complexity and prediction error are simultaneously minimized. SVM algorithms involve the application of the three following mathematical principles:

- Principle of Fermat (1638)
- Principle of Lagrange (1788)
- Principle of Kuhn–Tucker (1951)

2.1. Support vector classification

The preliminary objective of SVM classification is to establish decision boundaries in the feature space which separate data points belonging to different classes. SVM differs from the other classification methods significantly. Its intent is to create an optimal separating hyperplane between two classes to minimize the generalization error and thereby maximize the margin. If any two classes are separable from among the infinite number of linear classifiers, SVM determines that hyperplane which minimizes the generalization error (i.e., error for the unseen test patterns) and conversely if the two classes are non-separable, SVM tries to search that hyperplane which maximizes the margin and at the same time, minimizes a quantity proportional to the number of misclassification errors. Thus, the selected hyperplane will have the maximum margin between the two classes, where margin is defined as a summation of the distance between the separating hyperplane and the nearest points on either side of two classes [5].

SVM classification and thereby its predictive capability can be understood by dealing with four basic concepts: (1) the separation hyperplane, (2) the hard-margin SVM (3) the soft-margin SVM and (4) kernel function [9].

SVM models were originally developed for the classification of linearly separable classes of objects. Referring to Fig. 1. Consider...
a two-dimensional plane consisting linearly separable objects of two separate classes (class (+) and class (−)). The goal is to find a classifier which separates them perfectly. There can be many possible ways to classify/separatord those objects but SVM tries to find a unique hyperplane which produces maximum margin (i.e., SVM maximizes the distance between the hyperplane and the nearest data point of each class). The class (+) objects are framed behind hyperplane H1, while the hyperplane H2 frames the class (−) objects. The objects of either class which exactly fall over the hyperplanes H1 and H2 are termed as support vectors. Most “important” training points are support vectors; they define the hyperplane and have direct bearing on the optimum location of the decision surface. The maximum margin obtained is denoted as δ. When only support vectors are used to specify the separating hyperplane, sparseness of solution emerges when dealing with large data sets.

In real-time problems it is not possible to determine an exact separating hyperplane dividing the data within the space and also we might get a curved decision boundary in some cases. Hence SVM can also be used as a classifier for non-separable classes (Fig. 2, left). In such cases, the original input space can always be mapped to some higher-dimensional feature space (Hilbert space) using non-linear functions called feature functions φ (as presented in Figs. 2 and 3). Even though feature space is high dimensional, it could not be practically feasible to use directly the feature functions φ for classification of the hyperplane. So in such cases, nonlinear mapping induced by the feature functions is used for computation using special nonlinear functions called kernels.

Sound selection of kernels provides us for the excellent generalization performance. The correlation or similarity between two different classes of data points is depicted utilizing kernel functions. Kernels have the advantage of operating in the input space, where the result of the classification problem is a weighted sum of kernel functions evaluated at the support vectors. The Kernel trick allows SVM’s to form nonlinear boundaries. There are quite a good number of kernels that can be used in SVMs. These include linear, polynomial, radial basis function and sigmoid. The role of nonlinear kernels provides the SVM with the ability to model complicated separating hyperplanes.

\[
K(x, x') = \begin{cases} 
(x^T \cdot x') & \text{Linear} \\
(x^T \cdot x' + 1)^d & \text{Polynomial} \\
\exp(-\gamma|x - x'|^2) & \text{RBF} \\
\tanh(\gamma x \cdot x' + C) & \text{Sigmoidal}
\end{cases}
\]

Unique characteristics of SVM classification and kernel methods include: (1) their performance is guaranteed as they are purely based on theoretical examples of statistical learning; (2) search space has a unique minimal; (3) training is extremely robust and efficient; (4) the generalization capability enables trade-off between classifier complexity and error.

Detailed theoretical background and basic SVM’s formulae can be found in many references especially in [5,9].

Some of the SVM-classifiers include: hard-margin/maximal margin SVM; soft margin SVM; k-nearest neighbour SVM, radial basis function-SVM, translational invariant kernels-SVM, tangent distance kernels-SVM. Brief explanations related to these SVM classification techniques can be found in Shigeo [10].

2.1.1. Clustering using SVM

Clustering is often formulated as a discrete optimization problem. The main objective of cluster analysis is to segregate objects into groups such that objects of each group are more “alike” to each other than the objects of other groups (usually represented as a vector of measurements, or a point in a multidimensional space). Clustering is unsupervised learning of a hidden data concept. The applications of clustering often deal with large datasets and data with many attributes. A brief introduction to clustering in pattern recognition is provided in Duda and Hart [11]. Enhancing the SVM training process using clustering or similar techniques has been examined with numerous variations in Yu et al. [12] and Shih et al. [13]. Cluster-SVM accelerates the training process by exploiting the distributional properties of the training data. The cluster-SVM algorithm, first partitions the training data into numerous pairwise separate clusters and then the representatives of these clusters are utilized to train an initial SVM, based on which the support vectors and non-support vectors are identified approximately (refer Fig. 4). The clusters comprising only non-support vectors are replaced with their representatives to reduce the number of training data significantly and thereby the speed of the training process is enhanced.
Based on a hierarchical micro-clustering algorithm, Yu et al. [12] put forward a scalable algorithm to train SVMs with a linear kernel.

The SVM-Internal approach to clustering was initially proposed by Winters–Hilt et al. [14]. Data points are mapped to a high dimensional feature space by means of a kernel where the minimal enclosing sphere is explored. The width of the kernel function governs the measure at which the data is probed in contrast the soft margin constant assists to supervise outliers and overlapping clusters. The structure of a data set is surveyed by altering these two parameters, so as to preserve a minimal number of support vectors for substantive smooth cluster boundaries. Since the SVM-Internal Clustering is faintly biased towards the shape of the clusters in feature space (the bias is for spherical clusters in the kernel space), it lacks robustness. In most of the real-time datasets wherein strongly overlapping clusters are seen, the internal SVM—internal clustering algorithm can only delineate the reasonably small cluster cores. Other drawbacks like initial choice of kernel, excessive geometric constraints, etc. make way for the use of SVM-external clustering algorithms that cluster data vectors without any prior knowledge of data’s clustering characteristics, or the number of clusters. K-means clustering technique with SVM is an example of SVM-external clustering.

2.2. Support vector regression

Let us consider a simple linear regression problem trained on data set \( \mathbf{x} = [\mathbf{u}_i, \mathbf{v}_i; \ i = 1, \ldots, n] \) with input vectors \( \mathbf{u}_i \) and linked targets \( \mathbf{v}_i \). A function \( g(u) \) has to be formulated approximately in order to link up inherent relations between the data sets and thereby it can be used in the later part to infer the output \( v \) for a new input data \( u \).

Standard SVM regression uses a loss function \( L(u, g(u)) \) which describes the deviation of the estimated function from the original one. Several types of loss functions can be mined in the literature e.g., linear, quadratic, exponential, Huber’s loss function, etc. In the present context the standard Vapnik’s – \( \varepsilon \) insensitive loss function is used which is defined as

\[
L_\varepsilon (u, g(u)) = \begin{cases} 
0 & \text{for } |u - g(u)| \leq \varepsilon \\
|u - g(u)| - \varepsilon & \text{otherwise}
\end{cases}
\]

Using \( \varepsilon \)-insensitive loss function, one can find \( g(u) \) that can better approximate the actual output vector \( v \) and has the at most error tolerance \( \varepsilon \) from the actual incurred targets \( v_i \) for all training data, and concurrently as flat as possible. Consider the regression function defined by

\[
g(u) = w \cdot u + b
\]

where \( w \in \mathbb{R} \), \( \mathbf{x} \) is the input space; \( b \in \mathbb{R} \) is a bias term and \( (w, u) \) is dot product of vectors \( w \) and \( u \). flatness in Eq. (2) refers to a smaller value of parameter vector \( w \). By minimizing the norm \( ||w||^2 \) flatness can be ascertained along with model complexity. Thus regression problem can be stated as the following convex optimization problem.

\[
\min_{w, b, \xi, \xi^*} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \\
\text{subject to} \quad w \cdot u_i + b - v_i \leq \varepsilon + \xi_i \\
\quad w \cdot u_i + b - v_i \geq -\varepsilon - \xi_i^*, \quad i = 1, 2, \ldots, n
\]

where \( \xi_i \) and \( \xi_i^* \) are slack variables introduced to evaluate the deviation of training samples outside \( \varepsilon \)-insensitive zone. The trade-off between the flatness of \( g \) and the quantity up to which deviations greater than \( \varepsilon \) are tolerated is depicted by \( C > 0 \). \( C \) is a positive constant influencing the degree of penalizing loss when a training error occurs. Underfitting and overfitting of training data are avoided by minimizing of the regularization term \( w^2/2 \) along with the training error term \( C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \) in Eq. (3). The minimization problem in Eq. (3) represents the primal objective function.

Now the problem is dealt by constructing a Lagrange function from the primal objective function by introducing a dual set of variables, \( \xi_i \) and \( \xi_i^* \) for the corresponding constraints. Optimality conditions are exploited at the saddle points of a Lagrange function leading to the formulation of the dual optimization problem:

\[
\max_{\xi_i, \xi_i^*} \quad \frac{1}{2} \sum_{i=1}^{n} \sum_{i=1}^{n} (\xi_i + \xi_i^*) (\xi_i + \xi_i^*) \\
\text{subject to} \quad \sum_{i=1}^{n} (\xi_i + \xi_i^*) = 0 \\
0 \leq \xi_i, \xi_i^* \leq C, \quad i = 1, 2, \ldots, n
\]

After determining Lagrange multipliers, \( \xi_i \) and \( \xi_i^* \); the parameter vectors \( w \) and \( b \) can be evaluated under Karush–Kuhn–Tucker (KKT) complementarity conditions [15], which are not discussed herein. Therefore, the prediction is a linear regression function that can be expressed as

\[
g(u) = \sum_{i=1}^{n} \alpha_i (\xi_i - \xi_i^*) (u_i \cdot u) + b
\]

Thus SVM regression expansion is derived; where \( w \) is depicted as a linear combination of the training patterns \( v_i \) and \( b \) can be found using primary constraints. For \( |g(u)| \geq \varepsilon \) Lagrange multipliers may be non-zero for all the samples inside the \( \varepsilon \)-tube and these remaining coefficients are termed as support vectors.

2.2.1. Nonlinear support vector regression – the kernel trick

Now for making SVM regression to deal with non-linear cases; pre-processing of training patterns \( u_i \) has to done by mapping the input space \( \mathbf{x} \) into some feature space \( \mathbb{F} \) using nonlinear function \( \varphi: \mathbb{R} \rightarrow \mathbb{F} \) and is then applied to the standard support vector algorithm. Also the dimensionality of \( \varphi(x) \) can be very huge, making ‘w’ hard to represent explicitly in memory, and hard for the quadratic programming optimizer to solve. The representer theorem Kimeldorf and Wahba [74] shows that: \( w = \sum_{i=1}^{n} \alpha_i \varphi(x_i) \) for some variables \( \alpha \). Instead of optimizing ‘w’ we can directly optimize \( \alpha \). There by the decision function is obtained (kernel trick 1). The representer theorem is exploited to examine the sensitivity properties of \( \varepsilon \)-insensitive SVR and introduce the concept of approximate degrees of freedom. The degrees of freedom play a vital role in the assessment of the optimism — i.e., the difference between the expected in-sample error and the expected empirical risk.

Let \( u_i \) be mapped into the feature space by nonlinear function \( \varphi(u) \) and hence the decision function is given by

\[
g(w, b) = w \cdot \varphi(u) + b
\]

This nonlinear regression problem can be expressed as the following optimization problem. Fig. 5 depicts the concept of nonlinear SV regression corresponding to Eq. (7)

\[
\min_{w, b, \xi, \xi^*} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \\
\text{subject to} \quad w \cdot \varphi(u_i) + b - v_i \leq \varepsilon + \xi_i \\
\quad w \cdot \varphi(u_i) + b - v_i \geq -\varepsilon - \xi_i^*, \quad i = 1, 2, \ldots, n
\]

where \( w \) is the vector of coefficients, \( \xi_i \) and \( \xi_i^* \) are the distances of the training data set points from the region where the errors less
than $\varepsilon$ are ignored and $b$ is a constant. The index $i$ labels the ‘$n$’ training cases. The $y \in \pm 1$ is the class labels and $u_i$ is the independent variable.

Then, the dual form of the nonlinear SVR can be expressed as

$$
\max_{\alpha_i, \bar{\alpha}_i} \quad - \frac{1}{2} \sum_{i,j=1}^{n} (\alpha_i - \bar{\alpha}_i)(\alpha_j - \bar{\alpha}_j) \phi(u_i) \cdot \phi(u_j)
$$

$$
- \varepsilon \sum_{i=1}^{n} (\alpha_i + \bar{\alpha}_i) + \sum_{i=1}^{n} \nu_i (\alpha_i - \bar{\alpha}_i)
$$

subject to

$$
0 \leq \alpha_i \leq C, \ i = 1, 2, \ldots, n
$$

$$
0 \leq \bar{\alpha}_i \leq C, \ i = 1, 2, \ldots, n
$$

The “kernel trick” $K(u_i, u_j) = \langle \phi(u_i), \phi(u_j) \rangle$ is used for computations in input space $\chi$ to fetch the inner products into feature space $\mathcal{F}$. Any function satisfying Mercer’s theorem [16] should be used as kernels.

Finally, the decision function of nonlinear SVR with the allowance of the kernel trick is expressed as follows.

$$
g(u) = \sum_{i,j=1}^{l} (\alpha_i - \bar{\alpha}_i) K(u_i, u_j) + b
$$

The parameters that impact over the effectiveness the nonlinear SVR are the cost constant $C$, the radius of the insensitive tube $\varepsilon$, and the kernel parameters. These parameters are mutually dependent over one another and hence altering the value of one parameter affects the other linked parameters also. The parameter $C$ checks for the smoothness/flatness of the approximation function. A smaller value of $C$ yields a learning machine with poor approximation due to underfitting of training data. A greater $C$ value overfits the training data and sets its objective to minimize only the empirical risk making way for more complex learning. The parameter $\varepsilon$ is related with smoothing the complexity of the approximation function and controls the width of the $\varepsilon$-insensitive zone used for fitting the training data. The parameter $\varepsilon$ influences over the number of support vectors, and then both the complexity and the generalization capability of the approximation function is dependent upon its value. It also governs the precision of the approximation function. Smaller values of $\varepsilon$ lead to more number of support vectors and results in complex learning machine. Greater $\varepsilon$ values result in more flat estimates of the regression function. Determining appropriate values of $C$ and $\varepsilon$ is often a heuristic trial-and-error process.

Fig. 6 shows the general network architecture of SVM.

2.3. Variants of support vector machines

- Least-squares support vector machines.
- Linear programming support vector machines.
- Nu-support vector machines.

Least-squares support vector machines (LS-SVM) proposed by Suykens et al. [17] is a widely applicable and functional machine learning technique for both classification and regression. The solution of LS-SVM is derived out of linear Karush–Kuhn–Tucker equations instead of a quadratic programming problem of traditional SVM. A major drawback of LS-SVM is that the use of a squared loss function without any regularization leads to less robust estimates. In order to avoid this, the weighted LS-SVM is adopted wherein small weights are assigned to the data and a two-stage training method is proposed.

Originally, Vapnik proposed linear-programming support vector machines (LP-SVM) based on the heuristic that an SVM with less support vectors has the better generalization ability. Support vector machines using linear programming technique have been demonstrated to achieve sparseness and been extensively studied in the framework of feature selection [18–20], scalability of optimization [21], margin maximization, error bound of classification and convergence behaviour of learning, etc. Compared to the conventional QP-SVM, the LP-SVM lacks many features that are unique to the QP-SVM such as a solid theoretical foundation and an elegant dual transformation to introduce kernel functions.

The Nu-Support vector machines (ν-SVM) has been derived so that the soft margin has to lie in the range of zero and one [22], where the SVM employs inhomogeneous separating hyperplanes, that is, it does not essentially includes the origin. The parameter ‘ν’ does not govern the trade-off between the training error and the generalization error but instead it now plays two roles; firstly it is the upper bound on the fraction of margin errors and secondly it is the lower bound on the fraction of support vectors. Parameter ‘ν’ in Nu-SVC/one-class SVM/Nu-SVR approximates the fraction of training errors and support vectors.

3. Applications of support vector machines in hydrology

A lot of examples that discuss different applications of SVMs for hydrological prediction and forecasting can be found in the literature. The sections below illustrate a few examples of various
3.1. Applications in the field of surface water hydrology

3.1.1. Rainfall and runoff forecasting

Several methods/models have been developed by various researchers in order to simulate the rainfall and runoff processes. Hence there is a need for the selection of a suitable robust model for efficient planning and management of watersheds. The intention of the present study is to survey the major proposals in rainfall and runoff forecasting methodology using SVMs.

Many researchers have investigated the potential of SVMs in modelling watershed runoff based on rainfall inputs. Dibike et al. [23] investigated on using SVMs for rainfall-runoff modelling. The daily rainfall, evaporation, and stream-flow data of three different catchments of different rainfall intensities were pre-processed to obtain data format appropriate to SVM and ANN. During SVM training, three types of kernel functions namely – polynomial kernel, RBF kernel and neural network kernel were employed. By trial-and-error process, the parameter \( \varepsilon \) corresponding to the error insensitive zone, the capacity factor \( C \), and other kernel-specific parameters were set to optimal values. On an average SVM technique achieved a 15% increase of accuracy in the estimation of runoff during the verification period when compared to ANN model. They conclude by remarking the hardship involved during establishing the optimal values for parameters \( C \) and \( \varepsilon \) and call it as a “heuristic process” and recommends for automation of this process.

Bray and Han [24] emphasize using SVMs for identification of a suitable model structure and its relevant parameters for rainfall runoff modelling. Their testing and training data were composed using rainfall and flow data series of the Bird Creek catchment. Scaling factors were applied to rainfall and flow variables as they had varying units and magnitudes. They have proposed flowcharts for model selection and adaptation of LIBSVM software. An attempt has been made to explore the relationships among various model structures (\( \varepsilon \)-SV or \( \nu \)-SV regression), kernel functions (linear, polynomial, radial basis and sigmoid), scaling factor, model parameters (cost \( C \), epsilon) and composition of input vectors. Their training results depict that, SVM learnt well with all rain and flow input combinations even though there were slight underestimates in elevated flows and their duration in all cases. They achieved optimized results with three rain observations and four flow observations in each input vector.

Tripathi et al. [25] demonstrated an SVM approach for statistical downscaling of precipitation at monthly time scale. The approach was applied to meteorological sub-divisions (MSDs) in India and tested for its effectiveness. For each MSD, SVM-based downscaling model (DM) was developed for season(s) with significant rainfall using principal components extracted from the predictors as input and the contemporaneous precipitation observed at the MSD as an output. The multi-layer back propagation technique verified that the proposed DM performed well than the conventional downscaling models. Later on to obtain the future projections of precipitation for the MSDs, the SVM-based DM were employed which utilized the second generation coupled global climate model (GCGM2). SVMs proved to be much more superior to conventional artificial neural networks in the field of statistical downscaling for conducting climate impact studies. They concluded that, SVMs was perfectly suited for the downscaling task because of their good generalization performance in capturing non-linear regression relationships between predictors and predictand, in spite of their incapability to understand problem domain knowledge.

Anirudh and Umesh [26] designed an SVM model for the prediction of occurrence of rainy days. The data collected for over a time period of 2061 days encompassing daily values of maximum and minimum temperatures, pan evaporation, relative humidity, wind speed were considered to be model inputs and corresponding days of rainfall were regarded as target variable. They deployed Linear and Gaussian kernel functions for mapping the non-linear input space to a higher dimensional feature space. Their study stressed the importance of the model parameters namely cost parameter \( C \) and gamma parameter \( \gamma \) for effective SVM classification. Satisfactory performance was derived out of SVM model and the Gaussian kernel outperformed the linear one.

Chen et al. [27] attempted to evaluate the impact of climate change on precipitation utilizing the potential of smooth support vector machine (SSVM) method in downscaling general circulation model (GCM) simulations in the Hanjiang Basin. The performance of SSVM was compared with the ANN during the downscaling of GCM outputs to daily precipitation. NCEP/NCAR reanalysis data were used to establish the statistical relationship between large-scale circulation and precipitation. The daily precipitation from 1961 to 2000 was used as predictand and a regression function was developed over it. The determining parameters of SSVM were: the width of Radial basis function (\( \mu \)) and the penalty factor (\( C \)). The developed SSVM downscaling model showed satisfactory performance in terms of daily and monthly mean precipitation in the testing periods. However, they conclude by stating the drawbacks of the SSVM method in reproducing extreme daily precipitation and standard deviation.

3.1.2. Streamflow and sediment yield forecasting

The simulation of short-term and long-term forecasts of streamflow and sediment yield plays a significant role in watershed management dealing with nature of the storm and streamflow patterns, assessment of onsite rates of erosion and soil loss within a drainage basin, measures for controlling excess runoff, etc. Forecasting streamflow hours, days and months well in advance is very important for the effective operation of a water resources system. The ill effects of natural disaster such as floods can be prevented by prediction of accurate or at least reasonably reliable streamflow patterns.

Jian et al. [28] noticed the importance of accurate time- and site-specific forecasts of streamflow and reservoir inflow for effective hydropower reservoir management and scheduling. They used monthly flow data of the Manwan Reservoir spanning over a time period from January 1974 to December 2003; the data set from January 1974 to December 1998 were used for training and the data sets from January 1999 to December 2003 served for validation. They also had the objective of finding optimal parameters – \( C \), \( \varepsilon \) and \( \sigma \) of RBF kernel. So, a shuffled complex evolution algorithm (SCE-UA algorithm) involving exponential transformation was determined to identify appropriate parameters required for the SVM prediction model. The SVM model gave a good prediction performance when compared with those of ARMA and ANN models. The authors point out, SVMs distinct capability and advantages in identifying hydrological time series comprising nonlinear characteristics and also its potential in the prediction of long term discharges.

Mesut [29] utilized SVMs for predicting suspended sediment concentration/load in rivers. The method was applied to the observed streamflow and suspended sediment data of two rivers in the USA. The predicted suspended sediment values obtained from the SVM model were found to be in good agreement with the original estimated ones. Negative sediment estimates, which were encountered in the soft computing calculations using Fuzzy logic, ANN and Neuro-fuzzy, were not produced by SVM prediction. The best suspended sediment estimates according to the error criteria were obtained with the SVM procedure presented in this study. The suitable selection hyper–parameters and finding out their limiting values is important to model any time series.
Arun and Mahesh [30] researched on predicting the maximum depth of scour on grade-control structures like sluice gates, weirs and check dams, etc. From the available laboratory and field data of earlier published studies, they attempted to explore the potential of SVMs in modelling the scour. Polynomial kernel-based SVMs provided encouraging performance in up scaling results of large scale dataset, several trials were conducted to analyze the effect of various input parameters in predicting the scour depth for Missiga stream data. The results from the SVM based modelling approach indicated an improved performance in contrast to both the empirical relation and back propagation neural network approach with the laboratory data. Its effectiveness was also examined in predicting the scour from a reduced model scale (laboratory data) to the large-scale field data. They concluded that both the RBF and polynomial kernel-based SVMs perform well in comparison to back propagation ANN.

Debasmita et al. [31] emphasized the use of SVMs to simulate runoff and sediment yield from watersheds. They simulated daily, weekly, and monthly runoff and sediment yield from an Indian watershed, with monsoon period data, using SVM, a relatively new pattern-recognition algorithm. In order to evaluate model performance they used correlation coefficient for assessing variability; coefficient of efficiency for assessing efficiency; and the difference of slope of a best-fit line from observed–estimated scatter plots to 1:1 line for assessing predictability. The results of SVM were compared with those of ANN. Runoff estimation was also carried out through the multiple regressive pattern recognition technique (MRPRT). The results of MRPRT did not show any significant improvement when compared to that of SVM; hence, it was ignored for the simulation of sediment yield. They observed significant improvement in performance of the proposed SVM model in training, calibration and validation as compared to ANN. They acknowledge that SVM serves to be an efficient alternative to ANN for runoff and sediment yield predictions.

Hazi et al. [32] proposed an SVM model to predict sediment loads in three Malaysian rivers – Muda, Langat, and Kura where SVM was employed without any restriction to an extensive database compiled from measurements in these rivers. They employed Neurosolutions 5.0 toolbox, developed by Neurodimension, Inc. for the development of SVM model. They initially fixed model parameters $\alpha_i$ and $\varepsilon$ to be 1 and 0 respectively. The optimal value of $\varepsilon$ was obtained using a genetic algorithm. Their model produced good results compared to other traditional sediment-load methods. The performance of the SVM model demonstrated its predictive capability and the possibility of the generalization of the model to nonlinear problems for river engineering applications. They were successful in predicting total load transport in a great variety of fluvial environments, including both sand and gravel rivers using SVM. The predicted mean total load was almost in perfect agreement with the measured mean total load.

Zahraatul and Aini [33] investigated the potential of the SVM model for streamflow forecasting at ungauged sites and compared its performance with other statistical method of multiple linear regression (MLR). They used the annual maximum flow series of 88 water level stations in Peninsular Malaysia as data. Radial-basis function (RBF) kernel was used during training and testing as it provided more flexibility with fewer parameters along with mapping nonlinear data into a possibly infinite dimensional space. The performances of both models were assessed by three quantitative standard statistical indices – mean absolute error (MAE), root mean square error (RMSE) and Nash-Sutcliffe coefficient of efficiency (CE). Their study results reveal that SVM model outperformed the prediction ability of the traditional MLR model under all of the designated return periods.

Parag et al. [34] proposed the potential of least square-support vector regression (LS-SVR) approach to model the daily variation of river flow. Their main intention behind using LS-SVM was it offered a higher computational efficiency than that of traditional SVM method and the training of LS-SVM required only the solution of a set of linear equations instead of the long and computation-demanding quadratic programming problem as involved in the traditional SVM. By exploiting the capability of LS-SVR, a couple of issues which hindered the generalization of the relationship between previous and forthcoming river flow magnitudes were dealt. The LS-SVR model development was carried out with pre-construction of river flow regime and its performance was assessed for both pre- and post-construction of the dam for any perceivable difference. A multistep-ahead prediction was carried out in order to investigate the temporal horizon over which the prediction performance was relied upon and the LS-SVR model performance was found to be satisfactory up to 5-day-ahead predictions even though the performance was decreasing with the increase in lead-time. The LS-SVR results were outperforming when compared to that of the ANNs model for all the lead times.

3.1.3. Evaporation and evapotranspiration forecasting

Evaporation takes place whenever there is a vapour pressure deficit between a water surface and the overlying atmosphere and sufficient energy is available. The most common and important factors affecting evaporation are solar radiation, temperature, relative humidity, vapour pressure deficit, atmospheric pressure, and the wind speed. Evaporation losses should be considered in the design of various water resources and irrigation systems. In areas with little rainfall, evaporation losses can represent a significant part of the water budget for a lake or reservoir, and may contribute significantly to the lowering of the water surface elevation. Evapotranspiration (ET) is defined as the loss of water to the atmosphere by the combined processes of evaporation from the soil and plant surfaces and transpiration from plants. It is necessary to quantify ET for work dealing with water resource management or environmental studies.

Moghaddamnia et al. [35] presented a preliminary study on evaporation and investigated the abilities of SVMs to enhance the prediction accuracy of daily evaporation in the Chahnineh reservoirs of Zabol in the southeast of Iran. The SVM technique developed for simulating evaporation from the water surface of a reservoir was evaluated based on criteria such as root mean square error (RMSE); mean absolute error (MAE); mean square error (MSE) and coefficient of determination ($R^2$). A technique called Gamma Test was employed for the selection of relevant variables in the construction of non-linear models for daily (global) evaporation estimations. Linear, polynomial, RBF, and sigmoid kernel functions were used in the study and it was observed that RBF kernel outperformed in all the cases. They compared three types of SVMs namely one-class SVM, epsilon-SVR and nu-SVR; the results reveal that, epsilon-SVR model revealed better results.

Eslamian et al. [36] constituted an SVM and an ANN model for the estimation of monthly pan evaporation using meteorological variables like air temperature, solar radiation, wind speed, relative humidity and precipitation. Here the SVM formulated using RBF kernel preferred a grid search for cross-validation to prevent overfitting problem. Wind speed and air temperature were identified to be the most sensitive variables during the computation. Major observations include: (1) the computation effort was significantly smaller with SVMs than the ANNs algorithm; (2) based on the values of mean square error (MSE), the SVM approach performed better than ANN.

Pijush [37] adopted least square support vector machine (LS-SVM) for prediction of Evaporation Losses (EL) in Anand Sagar reservoir, Shegaon (India). Mean air temperature (°C), average wind speed (m/s), sunshine hours (h/day), and mean relative humidity (%) were used as inputs of LSSVM model. The main objectives
put forth by the author includes – developing an equation for the prediction of EL; determination of the error bar of predicted EL; performing sensitivity analysis for investigating the importance of each of the input parameters. A comparative study has been presented between LSSVM and ANN models. The developed LSSVM proved to be a powerful robust tool in estimation of EL and also depicted some prediction uncertainty. Sensitivity analysis indicated that temperature had the maximum effect on EL.

Hossein et al. [38] studied the potential of SVM, adaptive neuro-fuzzy inference system (ANFIS), multiple linear regression (MLR) and multiple non-linear regression (MNR) for estimating ETo. In addition, four temperature-based and eight radiation-based ETo equations were tested against the PMF-56 model. The performance of SVM and ANFIS models for ETo estimation were better than those achieved using the regression and climate based models and this confirmed the ability of these techniques in ETo modelling in semi-arid environments. Some prominent observations include – SVM’s were capable in selecting the key vectors as its support vectors during the training process and removed the non-support vectors automatically from the model. This made the model cope up well with noisy conditions.

3.1.4. Lake and reservoir water level prediction

Khan and Coulibaly [39] examined the potential of the support vector machine (SVM) in long-term prediction of lake water levels. Lake Erie mean monthly water levels from 1918 to 2001 were used to predict future water levels up to 12 months ahead. Here the optimization technique (linearly constrained quadratic programming function) used in the SVM for parameter selection has made it superior to traditional neural networks. They found RBF kernel to be the most appropriate and adopts it with a common width of (σ = 0.3) for all points in the data set. Further they set the values for regularization parameter C = 100 and ε-insensitive loss function with ε = 0.005 chosen by the trial-and-error approach. 80–90% of the input data were identified to be support vectors in the model. The performance was compared with a multilayer perceptron (MLP) and with a conventional multiplicative seasonal autoregressive model (SAR). On the whole, SVM showed good performance and was proved to be competitive with the MLP and SAR models. For a 3- to 12-month-ahead prediction, the SVM model outperformed the two other models based on the root-mean square error and correlation coefficient performance criteria. Furthermore, the SVM demonstrated inherent advantages in formulating cost functions and of quadratic programming during model optimization.

Afif et al. [40] investigated on using SVM to forecast the daily dam water level of the Klang reservoir, located in peninsular Malaysia. In order to ascertain the best model the authors incorporated four different categories, firstly the best input scenario was applied by considering both rainfall R(t−l) and the dam water level L(t−l); secondly the v-SVM regression was selected as the best regression type, thirdly the 5-fold cross-validation was considered to produce the most accurate results and finally, all the results were combined to determine the best time lag. The performance of the v-SVM model was assessed and compared with that of ANFIS model using statistical parameters like RMSE, MAE and MAPE. Their study results reveal that v-SVM model outperformed the predictions of ANFIS.

3.1.5. Flood forecasting

Flood forecasting is a significant non-structural approach for flood mitigation. Floods generally develop over a period of days, when there is too much rainwater to fit in the rivers and water spreads over the land next to it (the ’floodplain’). In practice, the river stage is the parameter that is considered in flood forecasting studies. The current paper presents the examples of real-time flood forecasting models using SVMs.

Yu et al. [41] established a real-time flood stage forecasting model based on SVR employing hydrological concept of the time of response for recognizing lags associated with the input variables. Their input vector accounted for both rainfall and river stage, to forecast the hourly stages of the flash flood. The RBF Kernel was employed during modelling of nonlinear SVR. For finding optimal parameters of SVR, a two-step grid search method was employed. Two model structures, with different relationships between the input and output vectors were formulated to predict one- to six-hour-ahead stage forecasts in real time. Both the model structures yielded almost similar forecasting results based on validation events. Their study depicted the robust performance of SVR in stage forecasting and presented a simple and systematic method for selection of lags of the variables and the model parameters for flood forecasting.

Han et al. [42] applied SVM to forecast flood over Bird Creek catchment and focuses on some significant issues related to developing and applying SVM in flood forecasting. They used LIBSVM for modelling along with ‘Gunn’ toolbox for data normalization. They demonstrated on how to optimally device a model from among a large number of various input combinations and parameters in real-time modelling. Their results show that the linear and non-linear kernel functions (i.e., RBF) can generate superior performance against each other under different circumstances in the same catchment. Their prominent observation is that SVM also suffers from over-fitting and under-fitting problems and the over-fitting is more damaging than under-fitting.

Wei et al. [43] examined the potential of a Distributed SVR (D-SVR) model for river stage prediction, the commonly used parameter in flood forecasting. The proposed D-SVR implemented a local approximation to training data, since partitioned original training data were independently fitted by each local SVR model. To locate the optimal triplets (C, ε, σ) a two-step Genetic Algorithm was employed to model D-SVR. In order to assess the performance of D-SVR, prediction was also arrived at via LR (linear regression), NNM (Nearest-neighbour method), and ANN-GA (genetic algorithm-based ANN). The validation results of the proposed D-SVR model revealed that the river flow prediction were better in comparison with others, and the training time was considerably reduced when compared with the conventional SVR model. The key features influencing over the performance of D-SVR was that it implemented a local approximation method in addition to principle of structural risk minimization.

Chen and Yu [44,45] represented SVM as a network architecture resembling artificial neural networks (multilayer perceptron) and was pruned to acquire model parsimony or improved generalization. Their study established two approaches/methods of pruning the support vector networks, and employing them to a case study of real-time flood stage forecasting. The first approach/method pruned the input variables by the cross-correlation method, while the other approach pruned the support vectors according to the derived relationship among SVM parameters. These pruning methods did not alter the SVM algorithm, and hence the pruned models still had the optimal architecture. The real-time flood stage forecasting performance pertaining to the primary and the pruned SVM models were evaluated, and the comparison results indicated that the pruning reduced the network complexity but did not degrade the forecasting ability.

3.1.6. Drought forecasting

Water stress and drought are conditions increasingly faced in many parts of the world. Drought occurrence varies in spatial coverage, frequency, intensity, severity and duration as it is the extended period of dry season or shortfall in the moisture from the surrounding environment. Superficially one can say that drought periods are associated with periods of anomalous atmospheric circulation
pattern, which finally induces risks. The problem of drought forecasting is closely related to the problem of long-term forecasting of temperatures and precipitation. Drought impacts both surface and ground water resources and can lead to reductions in water supply, diminished water quality, crop failure, diminished power generation and as well as host of other economic and social activities.

Shahbazi et al. [46] applied the SVM technique to develop models for forecasting seasonal standardized precipitation index (SPI). Their intent was to evaluate the performance of SVM in recognizing repetitive statistical patterns in variations of meteorological variables in a reasonably large area surrounding Iran, which would also make way for enhancing the prediction capability of seasonal values of SPI-indicator of meteorological drought severity. They used historical time series of the meteorological variables collected from NCEP/National Center for Atmospheric Research dataset as the model predicts.

Mutual Information (MI) index was utilized as feature selection filter to decrease the SVM input space dimension. The model was trained to predict seasonal SPIs in autumn, winter, and spring seasons. The performance of the proposed model demonstrated that the seasonal SPI values can be predicted with 2–5 months lead-time with enough accuracy which can be utilized for long-term water resources planning and management. SVM outperformed ANN in almost all scenarios indicating higher accuracy of SVM predictions. Their major observation was that linear kernel function outperformed the other kernel functions in the SPI prediction. They concluded that, the prediction lead-time should be taken into account while evaluating the performance of the proposed models in the prediction of seasonal SPIs.

Belauwhe and Adamowski [47] compared the effectiveness of different data-driven models like artificial neural networks (ANN), wavelet neural networks (WNN), and support vector regression (SVR) for forecasting drought conditions in the Awash River Basin of Ethiopia. A 3-month standard precipitation index (SPI) and SPI 12 were forecasted over lead times of 1 and 6 months in each sub-basin. The authors effectively illustrate the changes in the seasonal trends in precipitation using 3-month SPI, a good indicator of agricultural drought. The performance of all the models was assessed and compared using RMSE and coefficient of determination \(R^2\). The WNN forecasts of SPI 3 and 12 in all the sub basins were found to be very effective. WNN models revealed superior correlation between observed and predicted SPI compared to simple ANNs and SVR models.

Ganguli and Reddy [48] studied and analyzed the climate teleconnections with meteorological droughts to develop ensemble drought prediction models utilizing support vector machine (SVM) – copula approach over Western Rajasthan (India). The standardized precipitation index (SPI) was used to identify the meteorological droughts. Regional droughts exhibited interannual as well as interdecadal variability during the analysis of large-scale climate forcing characterized by climate indices such as El Niño Southern Oscillation, Indian Ocean Dipole Mode and Atlantic Multidecadal Oscillation. SPI-based drought forecasting models were developed with up to 3 months lead time taking into consideration that potential teleconnections exist between regional droughts and climate indices. Since the traditional statistical forecast models failed to capture nonlinearity and nonstationarity correlated with drought forecasts, support vector regression (SVR), was adopted to predict the drought index, and the copula method was utilized to simulate the joint distribution of observed and predicted drought index. The ensembles of drought forecast are modelled utilizing the copula-based conditional distribution of an observed drought index trained over the predicted drought index. The authors developed two variants of drought forecast models, namely a single model for all the periods in a year and separate models for each of the four seasons in a year and subsequently mentioned that there was an enhancement in ensemble prediction of drought indices in combined seasonal model over the single model without seasonal partitions. The performance of developed models is validated for predicting drought time series for 10 years data. The authors conclude that the proposed SVM – copula approach improves the drought prediction capability and caters assessment of uncertainty associated with drought predictions.

3.2. Applications in the field of ground water hydrology

3.2.1. Ground water level prediction

The water table is the surface of the saturated zone, below which all soil pores or rock fractures are filled with water. Precise ground-water level modelling and forecasting influence deep foundation designs, land use and ground water resources management. Simulating of groundwater level by means of numerical models requires various hydrological and geological parameters. In these papers below, application of SVM in developing a reliable groundwater level fluctuation forecasting system to generate trend forecasts is being discussed (Table 1).

Jin et al. [49] proposed SVM based dynamic prediction of groundwater level. Taking into account of groundwater level dynamic series length and peak mutation characters, they proposed the least squares support vector machine (LS-SVM) arithmetic based on chaos optimization peak value identification. Considering the effective generalization capability of the sigmoid RBF function, it was employed as a kernel function in their study. Their model performance illustrated that; the fitted values, the tested values and the predicted values had smaller difference from their real values. Their simulation results depicted that, the C-\(\lambda\)-\(\nu\)-SVM model was very effective in reflecting the dynamic evolution process of groundwater level well.

Mohsen et al. [50] made an attempt with SVMs and ANNs for predicting transient groundwater levels in a complex groundwater system under variable pumping and weather conditions. Their objective of modelling was to predict the water level elevations at different time horizons, i.e., daily, weekly, biweekly, monthly, and bimonthly. By minimizing the 10-fold cross validation estimates of the prediction error (arrived by utilizing grid search), the optimal set of hyper-parameters were decided. Radial basis function (RBF) was identified to be a proper kernel function for their study. It was found that SVM outperformed ANN in terms of prediction accuracy and generalization for longer prediction horizons even when fewer data events were available for model development. A high consistency was seen in training and testing phases of SVM modelling when compared to ANN. They conclude that in groundwater problems, particularly when data are relatively sparse, SVM offered a better alternative to ANN with its global optimization algorithm.

Heesung et al. [51] developed two nonlinear time-series models for predicting the groundwater level (GWL) fluctuations using ANNs and SVMs. The objective of their study was to develop and compare data-based time-series forecasting models for short-term GWL fluctuations in a coastal aquifer due to recharge from precipitation and tidal effect. The dilemma of salt water intrusion necessitated for the GWL prediction in a coastal aquifer. The input variables like past GWL, precipitation, and tide levels were utilized for the GWL prediction of two wells of a coastal aquifer. The model performance implicated that SVM was better than ANN during both model training and testing phases. The SVM model generalized well with input structures and lead times than an ANN model. The uncertainty analysis of model parameters detected an equifinality of model parameter sets and higher uncertainty in the ANN model than SVM in this case.

3.2.2. Soil moisture estimation

Gill et al. [52] applied SVM’s to study the distribution and variation of soil moisture which is advantageous in predicting and
Table 1
Summary of various SVM models in hydrology adopted by different authors.

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>Authors</th>
<th>Applications</th>
<th>Data used/model developed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dibike et al. [23]</td>
<td>Rainfall-runoff modelling</td>
<td>The daily rainfall, evaporation, and stream-flow data of three different catchments of different rainfall intensities</td>
</tr>
<tr>
<td>2</td>
<td>Bray and Han [24]</td>
<td>Rainfall-runoff modelling</td>
<td>Rainfall and flow data series of the Bird Creek catchment. Scaling factors were applied to rainfall and flow variables as they had varying units and magnitudes</td>
</tr>
<tr>
<td>3</td>
<td>Tripathi et al. [25]</td>
<td>Downscaling of precipitation</td>
<td>Statistical downscaling of precipitation at monthly time scale for each meteorological sub-divisions (MSDs) in India</td>
</tr>
<tr>
<td>4</td>
<td>Anirudh and Umesh [26]</td>
<td>Predicted occurrence of rainy days</td>
<td>The data collected for over a time period of 2061 days encompassing daily values of maximum and minimum temperatures, pan evaporation, relative humidity, wind speed were considered to be model inputs and corresponding days of rainfall were regarded as target variable</td>
</tr>
<tr>
<td>5</td>
<td>Chen et al. [27]</td>
<td>Studied the Impact of climate change on precipitation</td>
<td>NCEP/NCAR reanalysis data were used to establish the statistical relationship between large-scale circulation and precipitation. The daily precipitation from 1961 to 2000 was used as predictand</td>
</tr>
<tr>
<td>6</td>
<td>Jian et al. [28]</td>
<td>Forecasted streamflow and reservoir inflow</td>
<td>Monthly flow data of the Manwan reservoir spanning over a time period from January 1974 to December 2003</td>
</tr>
<tr>
<td>7</td>
<td>Mesut [29]</td>
<td>Predicted suspended sediment concentration/flow</td>
<td>The method was applied to the observed streamflow and suspended sediment data measured at Quebrada Blanca station during the water years 1990 and 1992–1995 in the USA</td>
</tr>
<tr>
<td>8</td>
<td>Arun and Mahesh [29]</td>
<td>Predicted the maximum depth of scour</td>
<td>Used laboratory and field data of earlier published studies. Tried to analyze the effect of various input parameters in predicting the scour depth for Missiga stream data</td>
</tr>
<tr>
<td>9</td>
<td>Debasmita et al. [31]</td>
<td>Simulate runoff and sediment yield</td>
<td>The rainfall, runoff and sediment yield data of monsoon period (June 1–October 31) for 1984–1987 was used for training the SVM model, and the data of 1988–1989 and 1992–1995 for validation</td>
</tr>
<tr>
<td>10</td>
<td>Hazi et al. [32]</td>
<td>Predicted sediment loads in three Malaysian rivers</td>
<td>The calibration of the SVM model was performed based on 214 input target pairs of the collected data, composed of sediment data sets, and the parameters that affect the total sediment load</td>
</tr>
<tr>
<td>11</td>
<td>Zahrahtul and Aini [33]</td>
<td>Forecasted streamflow at ungauged sites</td>
<td>The annual maximum flow series from 88 water level stations in Peninsular Malaysia as data</td>
</tr>
<tr>
<td>12</td>
<td>Parag et al. [34]</td>
<td>Modelled the daily variation of river flow</td>
<td>LS-SVR model development was carried out with pre-construction of river flow regime and its performance was assessed for both pre- and post-construction of the dam. River flow data of Sandia station, operated by the Water Resources Agency was used</td>
</tr>
<tr>
<td>13</td>
<td>Moghadamnia et al. [35]</td>
<td>Enhanced the prediction accuracy of daily evaporation</td>
<td>The daily weather variables of automated weather station namely, Chahnimeh Station of Zabol. The data sample consisted of 11 years (1983–2005) of daily records of air minimum temperature (Tmin), air mean temperature (Tmean), air maximum temperature (Tmax), wind speed (W), saturation vapour pressure deficit (Ed), mean relative humidity (RH mean), 6:30 AM relative humidity (RHAM), 12 noon relative humidity (RH noon), 6:30 PM relative humidity (RHPM), solar radiation (SR) and pan evaporation (E)</td>
</tr>
<tr>
<td>14</td>
<td>Eslamian et al. [28]</td>
<td>Modelled the estimation of monthly pan evaporation</td>
<td>Meteorological variables like air temperature, solar radiation, wind speed, relative humidity and precipitation data obtained from five meteorological stations located in the east of Esfahan Province</td>
</tr>
<tr>
<td>15</td>
<td>Pijush [37]</td>
<td>Predicted evaporation losses</td>
<td>Mean air temperature (°C), average wind speed (m/s), sunshine hours (h/day), and mean relative humidity (%) data collected from a reservoir called Anand Sagar, Shegaon (India) were used as inputs of LSSVM model</td>
</tr>
<tr>
<td>16</td>
<td>Hossein et al. [38]</td>
<td>Estimated reference crop evaporation ETo</td>
<td>The data composed of mean, maximum and minimum air temperatures, relative humidity, dew point temperature, water vapour pressure, wind speed, atmospheric pressure, precipitation, solar radiation and sunshine hours for the period 1986–2005 collected from the agency IRIMO, Iran</td>
</tr>
<tr>
<td>17</td>
<td>Khan and Coulibaly [39]</td>
<td>Long-term prediction of lake water levels</td>
<td>Lake Erie mean monthly water levels from 1918 to 2001 were used to predict future water levels up to 12 months ahead</td>
</tr>
<tr>
<td>18</td>
<td>Afiq et al. [40]</td>
<td>Forecasted the daily dam water level</td>
<td>The data composed of daily rainfall and water level of the dam collected from the Klang gate dam reservoir</td>
</tr>
<tr>
<td>19</td>
<td>Yu et al. [41]</td>
<td>Developed real-time flood stage forecasting model</td>
<td>Hourly water stage data (m) from two water level stations, Lan-Yang Bridge and Niu-Tou, and hourly rainfall data (mm) from rainfall stations operated by the Water Resources Agency and the Central Weather Bureau (Taiwan) were collected for this work</td>
</tr>
<tr>
<td>20</td>
<td>Han et al. [42]</td>
<td>Forecast flood over Bird Creek catchment</td>
<td>The rainfall data used were obtained from 12 rain gauges situated in/near the Bird Creek catchment area for the period October 1955–November 1974. The river flow values were obtained from a continuous stage recorder</td>
</tr>
<tr>
<td>21</td>
<td>Wu et al. [69]</td>
<td>Modelled river stage prediction</td>
<td>The data of water levels at the Luo-Shan station, a channel reach in the middle stream of the Yangtze River were used to predict the water level of another station at Han-Kou for the next day</td>
</tr>
<tr>
<td>22</td>
<td>Chen and Yu [44,45]</td>
<td>Pruning of support vector networks on flood forecasting</td>
<td>Hourly water stage data (m) from two water level stations, Lan-Yang Bridge and Niu-Tou, and hourly rainfall data (mm) from rainfall stations operated by the Water Resources Agency and the Central Weather Bureau (Taiwan) were collected for this work</td>
</tr>
</tbody>
</table>
Table 1 (Continued)

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>Authors</th>
<th>Applications</th>
<th>Data used/model developed</th>
<th>Hybrid technique used</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>Shahbazi et al.</td>
<td>Forecasted seasonal standardized precipitation index (SPI)</td>
<td>The historical time series of the meteorological variables collected from NCEP/NCAR reanalysis dataset were used as model predicts</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Belayneh and Adamowski</td>
<td>Forecasted drought conditions in the Awash River Basin</td>
<td>The precipitation data collected from 20 rainfall gauge stations located in the Awash River Basin over the period 1970–2005 were chosen for this study</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Ganguli and Reddy</td>
<td>Developed ensemble drought prediction models</td>
<td>This study used, gridded (0.5° latitude × 0.5° longitude) daily precipitation data for the years 1971–2005 from Western Rajasthan meteorological subdivision of India</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Jin et al.</td>
<td>Predicted dynamic groundwater levels</td>
<td>Historical groundwater level data collected since 1990 from 51 observation wells of the Yichang irrigation district were used in the study</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Mohsen et al.</td>
<td>Predicted transient groundwater levels in a complex groundwater system</td>
<td>In this research, the data used was composed of pumping, weather, and groundwater level data corresponding to the Cooks monitoring well</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Heesung et al.</td>
<td>Predicted groundwater level (GWL) fluctuations</td>
<td>Data was obtained using automated data loggers installed at two observation wells OB2 and BH5 to measure GWL, groundwater temperature, electrical conductivity, and air pressure</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Gill et al.</td>
<td>Analyzed the distribution and variation of soil moisture</td>
<td>Soil moisture and meteorological data from the soil climate analysis network site at Ames, Iowa (IOH)</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Wei et al.</td>
<td>Predicted soil water content in the purple hilly area</td>
<td>All the soil samples collected from a depth of 30–40 cm from the study area located in Southwest University in Chongqing were analyzed in the lab and the dataset was prepared. Monitoring was done in every 5 days for a period of December 2001 to April 2004</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Sajjad et al.</td>
<td>Estimated soil moisture (SM) using remote sensing data</td>
<td>The model inputs were backscatter and incidence angle from tropical rainfall measurement (TRMM) and normalized difference vegetation index (NDVI) from advanced very high resolution radiometer (AVHRR)</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Seyyed et al.</td>
<td>Characterized an unknown contamination source in terms of location and amount of leakage</td>
<td>The proposed methodology of characterizing an unknown pollution source was applied to a part of Tehran refinery where the existing groundwater quality data indicated that the Tehran aquifer in the study area was seriously polluted due to the leakage of petrochemical products from storage tanks and pipelines</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Liu et al.</td>
<td>Groundwater quality assessment model</td>
<td>Karst water quality data of two wells and four fountains of the years 1988, 1990, 1994 and 2000 are used to assess and compare with the main karst water source</td>
<td></td>
</tr>
</tbody>
</table>

Understanding various hydrologic processes like energy and moisture fluxes, weather changes, irrigation scheduling, rainfall/runoff generation and drought. Four and seven days ahead SVM predictions were generated using soil moisture and meteorological data. SVM Predictions were in good agreement with actual soil moisture measurements. The performance of SVM modelling was compared with that obtained from ANN models and the SVM models outperformed the ANN predictions in soil moisture forecasting.

Wei et al. [43] investigated the potential of SVM’s in predicting soil water content in the purple hilly area and also evaluated its performance by comparing it with ANN time series prediction model. The feasibility of applying SVM’s to soil water content
forecasting is successfully demonstrated. After numerous experiments the authors have proposed a set of SVR parameters for predicting soil water content time series. The model performance also reveals that the SVR predictor significantly outperforms the other baseline predictors like ANN.

Sajjad et al. [53] examined the potential of SVMs regression in soil moisture (SM) estimation using remote sensing data. The model inputs were backscatter and incidence angle from Tropical Rainfall Measuring Mission (TRMM) and Normalized Difference Vegetation Index (NDVI) from Advanced Very High Resolution Radiometer (AVHRR). Simulated SM (%) time series for the study sites were available from the Variable Infiltration Capacity (VIC) Three Layer model for top 10 cm layer of soil. The selected study area had varying vegetation cover comprising of low, medium, and dense vegetation. RBF kernel was utilized in their nonlinear SVM regression. The SVM model was developed and tested for ground soil moisture data, whose results addressed that SVM model was capable of capturing the interrelations among soil moisture, backscatter, and vegetation than ANN and multivariate linear regression (MLR) models. The authors conclude by suggesting that SVM technique proves to be a better alternative to the computationally expensive and data intensive physical models.

3.2.3. Ground water quality assessment

Utilizing groundwater quality monitoring data Seyyed et al. [75] investigated a novel methodology for estimating the location and amount of leakage from an unknown pollution source. They developed two probabilistic simulation models, namely probabilistic support vector machines (PSVMs) and probabilistic neural networks (PNNs) in order to identify and evaluate the core characteristics of an unknown groundwater pollution source, in terms of magnitude, location and timing. The groundwater quantity and quality simulation models derived out of MODFLOW and modular three-dimensional transport model (MT3D) were coupled with a multi-objective optimization model, namely Non-dominated Sorting Genetic Algorithm-II (NSGA-II) in their proposed methodology. The validation accuracy of PSVM was found to be superior to that of PNN. Their results reveal that, the probability mass function of an unknown pollution source location and the relative error in estimating the amount of leakage based on the observed concentrations of water quality indicator at the monitoring wells were better assessed by the trained probabilistic simulation models (PSVM and PNN) in real-time groundwater monitoring.

Liu et al. [54] established a multiple-factor water quality assessment model based on SVM. She classified water quality assessment as a multivariate nonlinear system and randomly selected eight different assessment factors (pH, total hardness, TDS, SO\textsubscript{4}\textsuperscript{2−}, Cl\textsuperscript{−}, NO\textsubscript{2}–N, NO\textsubscript{3}–N and F\textsuperscript{−}) to generate sample set. All the test samples of the model were classified correctly after training using SVM and were applied for the assessment of the karst groundwater sample. The proposed SVM exhibited constructive features in pattern recognition and suggested that function fitting problem and multi-category classification problems can be solved together by using an SVM regression algorithm. The performance of SVM prediction explained the complex nonlinear relationship between assessment factor and water quality grade.

3.3. Applications of hybrid SVM models

A hybrid system has the benefit of encompassing a larger class of systems within its structure, allowing for more flexibility in modeling dynamic phenomena. Hybrid models take advantage of: (1) the unique parameterization of metric models and their ability to efficiently characterize the observational data in statistical terms, and (2) other prior knowledge to test hypotheses about the structure of component hydrological stores.

For the purpose of parameter tuning of traditional SVM, there are many approaches that have been presented regardless of the application domain. As compared to the man-made selection approach in determining the value of parameters of interest, the hybridization of traditional SVM with existing optimization techniques seems much reliable and systematic. Also the other drawbacks of the traditional SVM technique, that is training time consumption and unsystematic, which consequently affect the generalization performance can be efficiently tackled by hybridizing.

The study by Sivapragasam et al. [4] established the application of support vector machine (SVM), for forecasting two hydrological time series: (1) the daily rainfall data; and (2) the daily runoff data. They proposed an efficient prediction technique based on singular spectrum analysis (SSA) (i.e. for pre-processing the data) coupled with SVM method. The information hidden behind short and noisy time series were extracted using SSA without using prior knowledge about the underlying physics of the system. The forecasts are made for both the raw data and the pre-processed data (using SSA). These forecast results were then compared with those achieved for the raw data using the nonlinear prediction (NLP) method, which used the concept of phase-space reconstruction. Based on such a comparison, the authors reported that the SSA–SVM method performed significantly better than the NLP method in forecasting and it was seen that the proposed technique yielded a significantly higher accuracy in prediction in the case study on the Singapore rainfall prediction with a correlation coefficient of 0.70 as opposed to 0.51 obtained by NLP.

Remesan et al. [55] proposed the SVM in conjunction with wavelets to establish a real-time flood forecasting model. They compared this model with another hybrid model called the Neuro-wavelet model (NW). The methods were tested using the data from a small watershed (the Brue catchment in south-west England UK), for which 7 years of data records were available. The model results showed that the wavelet–based hybrid models can offer more accurate runoff estimates for flood forecasting in the Brue catchment. The gamma test, another innovative technique was also utilized for training the data length and determining input data structure.

Ozgur and Mesut [56] investigated the accuracy of wavelet and support vector regression (SVR) conjunction model in monthly streamflow forecasting. The conjunction model was formulated by combining two methods, discrete wavelet transforms (DWT) and support vector machine, and was compared with the single SVR. The WSVR model was an SVR model which used sub-time series components obtained using DWT on original data. The Gaussian radial basis function (GRBF) was taken into consideration in this study. The accuracies of WSVR and SVR model were assessed using the root mean square error (RMSE), mean absolute error (MAE), Nash–Sutcliffe coefficient (NS) and correlation coefficient (R) statistics. The test performance indicated that the WSVR approach provided a superior alternative to the SVR model for developing input–output simulations and forecasting monthly streamflows in situations that do not require modelling of the internal structure of the watershed.

Wei and Chih-Chiang [57] established two support vector machine (SVM) based models: (1) the traditional Gaussian kernel SVMs (GSVMs) and (2) the advanced wavelet kernel SVMs (WSVMs) for forecasting hourly precipitation during tropical cyclone (typhoon) events. Historical data of 73 typhoons which affected the Shihmen reservoir watershed were included in the analysis. Their study considered six attribute combinations with different lag times for the forecast target. The prediction outcomes were assessed by employing modified RMSE, bias, and estimated threat score (ETS) results. The model results depicted, improved attribute combinations for typhoon climatologic characteristics and typhoon precipitation predictions occurred at 0-h lag time with modified RMSE values of 0.288, 0.257, and 0.296 in GSVM, WSVM,
and the regression, respectively. Furthermore, WSVVM bearing average bias and ETS values close to 1.0 gave better predictions than that of GSVM and regression models. Sudheer et al. [58] investigated the accuracy of the hybrid SVM-QPSO model (support vector machine-quantum behaved particle swarm optimization) in predicting monthly streamflows. The SVM model with various input structures was designed and the efficient model structure was determined using normalized mean square error (NMSE) and correlation coefficient (R). In order to determine the optimal values of SVM parameters and thereby minimize NMSE, another state-of-the-art technique called quantum behaved particle swarm optimization was adapted in this study. Moreover, the institution of mean best position into QPSO was an innovative method incorporated. Subsequently, the performance of the SVM-QPSO model was evaluated and compared thoroughly with the popular forecasting models. The results revealed that SVM-QPSO was considerably a better technique for predicting monthly streamflows as it offered a high degree of accuracy and reliability.

4. Selection of optimization algorithm, kernels and related hyper-parameters

We can summarize the SVM algorithm as follows: (1) selection of a suitable kernel function; (2) assigning the value for regularization parameter C; (3) solving the quadratic programming (QP) problem; (4) constructing the discriminant function from the support vectors. In the context of designing a robust SVM model one has to have a clear understanding regarding the terminologies: “training” and “tuning”. The term training refers to the process of optimizing the coefficients in the decision function by solving the quadratic programming problem. The term tuning entails the process of selecting the appropriate values for kernel parameters, trade-off/regularization parameter C and width of ε-insensitive tube. The most efficient SVR model is derived out of tuning these three interdependent parameters C, ε and kernel parameter for which their (near) optimal values are often obtained by a trial and error method [59]. Grid search and cross-validation error estimation are the standard ways of performing hyper-parameter optimization, but they often suffer from the curse of dimensionality during data analysis. Hence using naive heuristics like nested grid search, where the search resolution increases iteratively, a four- or perhaps even five-dimensional SVM hyper-parameter space can be still be tested sufficiently.

The value C can be regarded as the error penalty which prevents classification errors during SVM training. A larger C will provide us with a larger search space for the QP optimizer which generally increases the duration of the QP search.

The solution of an SVM is the optimum of a well-defined convex optimization problem. Quadratic optimization packages are designed to take advantage of sparsity in the quadratic part of the objective function. The sequential minimal optimization (SMO) introduced by Platt [60] divides large quadratic programming problems into smaller ones thereby solving them separately and analytically. Generic optimization packages sometimes provide optimum results with greater accuracy. Nowadays particle swarm optimization (PSO) and its advanced part quantum-PSO is being incorporated in some case studies for SVM optimization.

Another significant problem in the framework of designing an SVM model is the choice of kernel function. Kernel functions explicitly define the feature space and henceforth the performance of the algorithm is dependent over them. There are several result oriented kernels in SV learning. The list of basic kernels used is presented in the above SVM theory part. In the majority of case studies dealt herein polynomial and Gaussian RBF kernels were adopted for nonlinear SVM modelling. Polynomial kernels are very much advantageous for increasing the dimensionality as the order of the polynomial defines the smoothness of the function. The polynomial kernel has more hyperparameters than the RBF kernel. For a standard Gaussian RBF kernel the bandwidth parameter γ (or σ) is the only kernel parameter to be defined. When the RBF kernel is used, the SVM algorithm spontaneously determines threshold, centres, and weights that reduces an upper bound on the expected test error [61,62].

5. Advantages of support vector machines

- SVMs are capable of producing accurate and robust classification results, even when input data are non-monotone and non-linearly separable. So they can help to evaluate more relevant information in a convenient way [9].
- The structural risk minimization principle provides SVM, the desirable property to maximize the margin and thereby the generalization ability does not deteriorate and is able to predict the unseen data instances [63,64].
- By properly setting the value of C – regularization parameter one can easily suppress the outliers and hence SVM’s are robust to noise [5].
- A key feature of SVM is that it automatically identifies and incorporates support vectors during the training process and prevents the influence of the non-support vectors over the model. This causes the model to cope well with noisy conditions [42].
- With some key actual training vectors embedded in the models as support vectors, the SVM has the potential to trace back historical events so that future predictions can be improved with the lessons learnt from the past [42,65].
- Input vectors of SVM are quite flexible; hence various other influential factors (such as temperature, relative humidity, and wind speed) can be easily incorporated into the model [35,37].

6. Disadvantages of support vector machines

1. Since SVMs linearize data on an implicit basis by means of kernel transformation, the accuracy of results does not rely on the quality of human expertise judgment for the optimal choice of the linearization function of non-linear input data [66].
2. The main drawback of SVM is, for instance, selection of the suitable kernel function and hyper parameters are heuristic and depend on trial and error process which is a time-consuming approach [41,67].
3. The behaviour of the nonlinear SVR model cannot be easily understood and interpreted due to the inherent complexity involved in mapping nonlinear input space into a high dimensional feature space. Hence the training process becomes much slower when compared to that of linear models [25,68].
4. Poor model extrapolation prevails in case of past data inconsistency as the model completely depends on the past records as support vectors.
5. SVM produces only point predictions and is not designed for probabilistic forecasts.

7. Conclusions

Support vector machines represent the most important development in the field of tackling hydrological parameters after (chronologically) fuzzy and artificial neural networks. This paper explores extensively the literature of SVM applications related to hydrology. Traditional predictive regression models were found to be ineffective when compared to SVM models in most of the cases as reviewed in literature [28,69]. While the ANN is sensitive to the number of hidden nodes, the SVM is sensitive to the choice of the
mapping kernel. By optimizing these factors, it is possible to obtain comparable results with the two models. Several variants of SVM like epsilon-SVR, nu-SVR and LS-SVM offers more flexibility in modelling specific data oriented problems. More studies have to be carried out in order to develop strategies that can accommodate many of the problems that are still challenging for traditional predictive regression models. An SVM model is largely characterized by the choice of its kernel; as a result it is required to select the appropriate kernel for each application case in order to get promising results.

Quite a few examples in this paper demonstrate the SVM capabilities for both classification and regression related to hydrological problems. These examples also show that the nonlinear features of SVM should be used with caution, because there can be possibilities of overfitting. The literature reviews revealed here show that SVMs have a numerous applications in computational hydrology. Future researchers can base their studies on the framework to develop more rigorous hybrid mechanisms and extend the support vector machine techniques in more complex hydrological forecasting.

8. Future scope of work

Understanding hydrologic systems at the scale of large watersheds and river basins is critically important to society when faced with extreme events, such as floods and droughts, or with concern about water quality. Next-generation hydrology modelling will be increasingly sophisticated, encompassing a wide range of natural phenomena.

In future, one can extend SVMs to address hydrologic inverse problems that incorporates a physical understanding of the geological processes that form a hydrologic system. For example, density estimation is a classical inverse problem that has been tackled successfully using SVMs.

Several evolutionary algorithms, such as genetic algorithms and simulated annealing algorithms have been used in parameter selection, but these algorithms often suffer from the possibility of being trapped in local optima. Hence there has been an avalanche of the above studies with the emerging of Swarm Intelligence (SI) technique and the hybridization between SI with SVM has become increasingly popular during the last decade. The SI technique mimics the intelligent behaviour of swarm of social insect, flocks of birds, or school of fish. Recent research interests are focussed towards hybridizing these relatively new optimization techniques, namely artificial bee colony (ABC) and artifical fish swarm algorithm (AFSA), ant colony optimization (ACO) with SVM to obtain satisfactory global optimal results, which facilitates the selection of optimal parameters for SVM.

In the conventional method, support vector machine (SVM) algorithms are trained over pre-configured intranet/internet environments to find out an optimal classifier. If the datasets are large, SVM models become complicated and costly. Hence research discussions are going on regarding the Cloud SVM training mechanism (Cloud SVM) in a cloud computing environment with MapReduce technique for distributed machine learning applications where in we can achieve speed-ups in cloud-based watershed model calibration system which would pave way for real-time interactive model creation with continuous calibration, a new paradigm for watershed modelling.
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