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a b s t r a c t

Wireless sensor networks (WSNs) have recently gained the attention of researchers in many challenging
aspects. The most important challenge in these networks is energy conservation. One of the most popular
solutions in making WSNs energy-efficient is to cluster the networks. In clustering, the nodes are divided
into some clusters and then some nodes, called cluster-heads, are selected to be the head of each cluster. In a
typical clustered WSN, the regular nodes sense the field and send their data to the cluster-head, then, after
gathering and aggregating the data, the cluster-head transmits them to the base station. Clustering the nodes
in WSNs has many benefits, including scalability, energy-efficiency, and reducing routing delay. In this paper
we present a state-of-the-art and comprehensive survey on clustering approaches. We first begin with the
objectives of clustering, clustering characteristics, and then present a classification on the clustering
algorithms in WSNs. Some of the clustering objectives considered in this paper include scalability, fault-
tolerance, data aggregation/fusion, increased connectivity, load balancing, and collision avoidance. Then, we
survey the proposed approaches in the past few years in a classified manner and compare them based on
different metrics such as mobility, cluster count, cluster size, and algorithm complexity.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Micro sensors are low energy devices with small memory and
low processing power. These cheap and small-sized devices have
become possible with the recent advances in Complementary Metal
Oxide Semiconductor (CMOS) technology and miniaturization tech-
niques. Each sensor node usually contains a small CPU, memory,
receiver/transmitter radio and a power supply unit. These tiny
devices have the capability to form a network with a large number
of nodes in a self-configured scheme and without a particular
infrastructure. Wireless sensor networks (WSNs) are composed of a
huge number of sensor nodes. There are many applications for
WSNs and depending on the application, different types of sensors
are used, such as sensors measuring moisture, temperature, pres-
sure and movement. WSNs have themselves characteristics that
make them different from other types of networks. One for example
is that the applicability of the networks is related to energy supply
of the nodes, so energy conservation is one of the most important
challenges in these networks. In general, the applications of WSNs
can be divided into two general groups: tracking and monitoring
(Akyildiz et al., 2002; Yick et al., 2008).

WSNs are usually dispersed in harsh environments with
limited access to human beings, area like battlefields, forests,
and special industrial and clinical fields. Therefore, it is essential
that WSNs operate in a self-configured and autonomous mode
with the capabilities to form a network in an ad hoc scheme. As
WSNs are energy constrained and data transmission is the most
energy consumer (Anastasi et al., 2009), there is a need to an
architecture in which the transmission to a Base Station (BS) is as
low as possible, and all the decisions are made in the node level.

As the size of the network and the number of nodes grow, the
scalability of the network proves to be important as it defines
whether the network is able to be implemented in the real world
or not. In this respect, hierarchical architecture is a suitable
approach to increase the scalability of a network efficiently. In
the hierarchical architecture, the entire network is divided into
some virtual layers and the nodes that are located in the same
layer have the same role. One of the first attempts in the area of
hierarchical architectures in large networks is Kleinrock and
Kamoun (1977) which shows that the hierarchical architecture
can significantly reduce the routing table of each node so that the
scalability of the network could increase. Clustering the nodes is a
popular two-layered method that divides the network into two
layers, and the nodes located in the same layer are grouped into
some clusters. To efficiently distribute the management tasks
among the nodes, some of them are elected to be the head of
each group (cluster), which are usually called the cluster-heads
(CHs). Since a large amount of data provided by the sensors in
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WSNs are similar, the clustering utilizes the correlation among the
data, and then by aggregating them, reduces the load on the
network, which results in a more efficient energy consumption.
The CHs are then responsible for gathering the data from regular
nodes, and aggregating and transmitting them to the BS. A typical
application of a clustered WSN is presented in Fig. 1. As shown in
this figure, the nodes in layer 1 (the regular nodes) sense the field,
generate the data, and send them to their associated CH. Then the
CHs in the second layer receive these data, and after performing
some processes like aggregation/fusion, transmit them to the BS in
a multi-hop approach. Eventually the user receives the data from
the BS through the Internet.

In the last decade, many clustering approaches have been
proposed for WSNs in which the energy conservation is the
common objective. The operations in clustering protocols are
usually divided into three phases: CH selection, cluster formation,
and data transmission. The main part of each approach (protocol) is
the CH selection algorithm that defines the energy efficiency of the
network. In addition to the energy efficiency, some other objectives
might be targeted as main objective of the clustering approach,
such as full coverage of the field (Tian and Georganas, 2002; Soro
and Heinzelman, 2009) and fault-tolerance (Tai et al., 2004).

In this paper, we present a comprehensive and state-of-the-art
survey on the clustering approaches in WSNs. Although some reviews
have been presented in the literature, none of them has performed a
coverage over all the related approaches or has proposed a proper
classification on the existing approaches. Lack of a comprehensive
work in this area motivated us to investigate this study. In this paper,
we first aim to discuss the clustering objectives and classify the
clustering characteristics in WSNs. Then we review the most impor-
tant proposed approaches in details and discuss the advantages and
the drawbacks of each approach, and the way their drawbacks
encouraged the researchers to improve them. We also present a
general taxonomy of the proposed approaches. Reviewing the exten-
sions and the similar works with the minor focus is also in our agenda.
Next, for the sake of completeness and comparison we present some
tables, comparing the reviewed approaches.

The remainder of this paper is organized as follows. Related
works are discussed in Section 2. The preliminaries about the
clustering approaches are presented in Section 3 which explains
the clustering objectives, characteristics, and classification. Clus-
tering algorithms are surveyed in Section 4. A detailed comparison
of the presented approaches is brought in Section 5 and the paper
is concluded in Section 6.

2. Related work

In this section we review some survey papers in the area of
clustering in WSNs. We first make a review on more complete
surveys (Abbasi and Younis, 2007; Mamalis et al., 2009; Liu, 2012),
and then, move to reviewing more briefly presented surveys
(Ramesh and Somasundaram, 2011; Younis et al., 2006; Arboleda
and Nasser, 2006; Jiang et al., 2009; Xu and Gao, 2011; Maimour
et al., 2010; Joshi and Lakshmi Priya, 2011; Kumarawadu et al., 2008;
Deosarkar et al., 2008; Lotf et al., 2010;Wei et al., 2011a; Aslam et al.,
2012; Kumar et al., 2013; Subhai et al., 2013; Jindal and Gupta, 2013).
These surveys are usually limited in scope, incomplete, or are
outdated. We use ‘limited in scope’ for those surveys that have not
covered all types of clustering, e.g. fuzzy-logic-based, heuristic-
based, etc. Also, ‘incomplete’ indicates that the works have not
surveyed all related papers or at least most valuables in their
categories. Finally, we refer to a paper as ‘outdated’ if it is old and
has not covered recent clustering methods. In particular, we consider
published papers before 2011 as outdated.

One of the most important surveys on clustering algorithms has
been presented in Abbasi and Younis (2007). In the work, the
authors describe some important clustering approaches in WSNs
and wireless networks. The paper classifies all algorithms into two
major groups based on their convergence time: variable and
constant convergence time. Finally in the research, the reviewed
clustering algorithms are compared with different metrics. Many
clustering approaches are missed in the work. More importantly,
the unequal, fuzzy-logic-based and heuristic-based clustering
methods have not been covered.

Another survey is presented in Mamalis et al. (2009) which tries to
describe more clustering approaches by classifying them as being
either probabilistic or non-probabilistic. In the probabilistic
approaches, the authors mention that the most important clustering
schemes are LEACH, HEED, and EEHC (Bandyopadhyay and Coyle,
2003), and other protocols are inspired from these. In non-
probabilistic schemes, the works are divided into node proximity
and graph-based clustering protocols, weight-based clustering proto-
cols, and biologically inspired clustering approaches. And finally, some
algorithms of reactive networks are discussed. In this work also the
unequal and fuzzy-logic-based clustering approaches are missed.

A survey on clustering routing protocols is presented in Liu
(2012) in which the clustering algorithms are reviewed and divided
into cluster-construction routing or data-transmission routing meth-
ods. The paper focus only on 16 well-known clustering approaches,
and makes no review on fuzzy-based, evolutionary-based and
recently proposed approaches in this area and targets only the most
important and old-presented protocols.

In addition to these reviews, there are some short surveys
and minor works in this area that we review briefly in the followings.
A research study on clustering approaches and their challenges is
presented in Younis et al. (2006). The paper classifies the clustering
approaches based on the parameters of the CH election and the
execution nature of a clustering algorithm (probabilistic or iterative).
Based on these criteria, some routing clustering protocols, such as
LEACH (Heinzelman et al., 2000), HEED (Younis and Fahmy, 2004a),
DCA (Basagni, 1999), GAF (Xu et al., 2001) and SPAN (Chen et al., 2002)
are reviewed. At the end, the surveyed protocols are compared to one
another with some metrics, including cluster criteria, clustering
objective, and complexity. The paper misses many existing clustering
approaches and reviews a small number of related works.

Another survey on clustering approaches is presented in Ramesh
and Somasundaram (2011) where some important clustering
approaches are reviewed, a brief report of different protocols is
provided and the proposals are compared to one another.

A short survey on clustering algorithms is presented in Arboleda
and Nasser (2006) which formulates the clustering approaches withFig. 1. A typical clustered sensor network.
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three main phases: CH election, cluster formation and data trans-
mission. The work presents a brief overview on important cluster-
ing approaches. The authors discuss the clustering approaches with
four main topics: former, LEACH-based, proactive-based and
reactive-based protocols.

Another attempt in this area (Jiang et al., 2009) is presented in
which some popular clustering approaches are reviewed. The authors
mentioned that it is hard to set a common criterion for various
clustering schemes, however, the work lists some attributes as
classification criteria, such as existence, count variability, and selectiv-
ity. And finally, the reviewed clustering schemes are compared.

A comparison study on hierarchical routing protocols is per-
formed in Xu and Gao (2011) where some important hierarchical
routing protocols, like LEACH, TEEN (Manjeshwar and Agrawal,
2001) and APTEEN (Manjeshwar and Agrawal, 2002), PEGASIS
(Lindsey and Raghavendra, 2002), etc. are examined. Also the
works are compared based on some attributes, such as proactive,
data aggregation, network lifetime, and scalability.

The reference Maimour et al. (2010) is a survey on cluster-
based routing protocols in which some cluster-based routing
protocols are reviewed and the clustering approaches are classified
into pre-established and on-demand cluster-based routing algo-
rithms. The pre-established clustering protocols reviewed in the
paper include LEACH, HEED, and EEHC, and the on-demand
clustering protocols include PC (Kwon and Gerla, 2002) and
CLIQUE (Forster and Murphy, 2009).

A brief survey on hierarchical routing protocols is presented in
Joshi and Lakshmi Priya (2011) which surveys only eight important
approaches including LEACH, HEED, TEEN, APTEEN, and EECS
(Ye et al., 2005). And at the end the reviewed works are compared
based on the network lifetime as a comparison criterion.

Kumarawadu et al. (2008) classify the clustering approaches
into four major groups: identity-based clustering, neighborhood
Information-based clustering algorithms, probabilistic clustering
algorithms, and biologically inspired clustering algorithms. Some
criteria used for comparing the approaches are energy-efficiency,
load balancing, clock synchronization, etc.

A survey on CH election in clustering algorithms is performed
in Deosarkar et al. (2008) where all the related approaches are
grouped into four categories: deterministic, adaptive, combined
metric, and hybrid clustering schemes. Subsequently, adaptive
schemes are classified into fixed parameter probabilistic schemes
and resource adaptive probabilistic schemes. The authors compare

the works according to the classified groups separately and discuss
some challenging issues in the clustering approaches.

Another brief survey is presented in Lotf et al. (2010) which
reviews some LEACH-like clustering approaches, including LEACH,
TEEN, PEGASIS, and CCS (Jung et al., 2007). The authors compare
each of the improvement approach on LEACH with LEACH sepa-
rately and finish the paper with some discussions on the improve-
ments and their results in the network lifetime.

In another survey (Wei et al., 2011a), clustering schemes are
categorized into deterministic and adaptive approaches. The
authors discuss and overview the most popular clustering
schemes based on some challenges, such as rotating the CH role,
optimal cluster size, and optimum mode of communication
between sensor nodes and CHs. The paper performs no compar-
ison among the reviewed schemes.

A survey on extended LEACH-based clustering protocols is
presented in Aslam et al. (2012) which discusses only four
protocols: LEACH, sLEACH (Voigt et al., 2004), Multi-hop LEACH
(Biradar et al., 2011), and Mobile-LEACH (M-LEACH). The work first
describes LEACH and the extended protocols, then performing
some simulations, the performance of the algorithms is compared
to one another.

Fuzzy-logic-based clustering protocols are surveyed in Kumar
et al. (2013). The work is a short survey on clustering proto-
cols that use fuzzy-logic for CH election. Some related works
in this area, including HERF (Arabi and Khodaei, 2010; Gupta
and Sampalli, 2005; Lee and Cheng, 2012a; Seyyed Jalaleddin
Dastgheib and Oulia, 2011), are reviewed in the paper.

A survey on neural network based clustering approaches is
presented in Subhai et al. (2013) which focuses on five neural
network based algorithms: ART, ART1, FUZZY ART, IVEBF, and
EBCS. After a short introduction to related algorithms, the paper
discuses the specifications of each algorithm.

In Jindal and Gupta (2013) LEACH and its recent advances are
discussed. First the LEACH protocol is described, then some of its
recent improvements, like LEACH-CC (Cui, 2007; Yueyun et al., 2012),
are discussed. The paper is a short survey and does not review awide
range of contributions in this area.

After studying existing surveys in this area, we realized that
there is no comprehensive paper that surveys all the clustering
approaches in a classified manner. Each of the related work
studied in this paper has some shortcomings in different aspects.
This motivated us to perform this survey paper that targets most

Table 1
List of the previous surveys on clustering algorithms (O: outdated, I: incomplete, L: limited in scope).

Ref. Year Classification Weakness

Arboleda and Nasser (2006) 2006 Former, LEACH-based, Proactive, Reactive O, I, L
Younis et al. (2006) 2006 Probabilistic, Iterative O, I, L
Abbasi and Younis (2007) 2007 Convergence time O, L
Kumarawadu et al. (2008) 2008 Identity-based, neighbor-based, probabilistic, biologically inspired O, I
Deosarkar et al. (2008) 2008 Deterministic, adaptive, combined, hybrid O, I
Mamalis et al. (2009) 2009 Probabilistic, non-probabilistic O, I
Jiang et al. (2009) 2009 N/A O, I, L
Maimour et al. (2010) 2010 Pre-established, on-demand O, I, L
Lotf et al. (2010) 2010 LEACH-based O, I, L
Ramesh and Somasundaram (2011) 2011 Deterministic, BS-assisted adaptive, fixed parameter probabilistic, resource-adaptive probabilistic, hybrid I, L
Xu and Gao (2011) 2011 LEACH-based I, L
Joshi and Lakshmi Priya (2011) 2011 LEACH-based I, L
Wei et al. (2011a) 2011 Deterministic, adaptive I, L
Liu (2012) 2012 Cluster-construction routing, data-transmission routing I, L
Aslam et al. (2012) 2012 LEACH-based I, L
Kumar et al. (2013) 2013 Fuzzy-based I, L
Subhai et al. (2013) 2013 Neural-based I, L
Jindal and Gupta (2013) 2013 LEACH-based I, L
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of the existing clustering approaches. Table 1 lists the previous
surveys on clustering methods in WSNs.

3. Preliminaries

In this section, we introduce some preliminaries of the cluster-
ing approaches. First we discuss the clustering objectives and
present some characteristics of clustering, and then the clustering
approaches are classified.

3.1. Clustering objectives

Clustering the nodes in WSNs is performed with different
objectives and purposes. The energy conservation is the most
important and common objective of all these objectives. We divide
these objectives as primary and secondary. The primary objectives
indicate the objectives that are the most important and substantial
in the clustering process. On the other hand, the secondary objec-
tives indicate the objectives that are not substantially important for
the network and they are indirectly achieved by clustering the
nodes. Fig 2 provides an overview on some most common clustering
objectives and our classification of them. In the following, we list and
briefly explain some of these objectives of clustering in WSNs.

1. Scalability: The number of sensor nodes scattered in a field,
depending on the applications, can be order of hundreds,
thousands or even millions (Akyildiz et al., 2002). As mentioned
before, hierarchical architectures can well increase the scalabil-
ity of large networks by dividing the network into some virtual
layers, and then each layer into some clusters (Kleinrock and
Kamoun, 1977). When a node located in a cluster decides to
communicate with another node located in another cluster, the
node should know some information about the associated CH of
the cluster in which the other node is located. This results in an
increase in the scalability of the network and significant
reduction in the routing table sizes.

2. Fault-tolerance: WSNs are usually dispersed in harsh environ-
ments with limited access to human beings so that the fault-
tolerance and self-configured characteristics are crucial for such
networks. In general, the failure of some nodes should not affect
the overall task of a WSN (Akyildiz et al., 2002). As mentioned
in Zhou et al. (2008), clustering the nodes is an effective
approach to make such networks more secure and fault-
tolerant. Some examples are Zhu et al. (2006) and Tubaishat

et al. (2004) which use the clustering architecture with the
mentioned objective. Adaptive clustering handles fault in the
CHs by re-clustering at the beginning of some predetermined
periods (rounds, Heinzelman et al., 2000). Since the consecutive
re-clustering process is costly, making backup CH, or deputy-
CH, is a proper approach in fault management techniques of
clustered WSNs to avoid re-clustering.

3. Data aggregation/fusion: Since a huge amount of data in WSNs
are the same, the data aggregation/fusion is an effective
approach to avoid transmitting repetitive data in the network.
Data aggregation techniques are usually based on signal
processing methods and a common data aggregation techni-
que in WSNs is to aggregate all the received packets into one
output packet (Krishnamachari et al., 2002). In flat architec-
tures, all the nodes have to transmit their data to the BS by
either multi-hop or direct approach, although, some data
aggregation techniques are practical only for flat architectures
when as they use data-centric application (Rajagopalan and
Varshney, 2006). On the other hand, clustering allows the data
being aggregated in the CHs which results in a more energy-
efficient network, by reducing the total load of the network.

4. Load balancing: Clustering should be considered to ensure
low-energy data processing and intra-node communication
(Pantazis and Vergados, 2007); however, the CHs in the
clustering architecture are responsible for long range commu-
nications, data gathering, aggregating and transmitting/for-
warding, etc. This results in a faster energy depletion of the
CHs. Thus, it is better to rotate this role among all the nodes in
the network. Utilizing the load balancing results in a more
energy-efficient network.

5. Stabilized network topology: Since the nodes are divided into
some clusters, the changes in the location of the nodes can be
managed by the CHs in the cluster level. Thus, managing the
changes in topology of the network is more convenient than in
flat architecture which is composed of a huge number of mobile
nodes. In clustered WSN, each CH has information about its
members, such as their energy and location; so if a node dies or
moves to other clusters (in a mobile network), these changes
are immediately registered and reported by the CHs.

6. Maximal network lifetime: As mentioned earlier, the main
challenge in WSNs is to extend the network lifetime as much as
possible. A clustering method that satisfies these objectives can
extend the network lifetime. For example, if the CHs are located at
the center of the node population, the CH role is properly rotated
among the nodes, and the sleeping schemes are effectively
utilized, then we can expect a good lifetime for the network.

7. Increased connectivity: This objective can be either as simple as
ensuring the existing of a path from every CH to the BS
(Bandyopadhyay and Coyle, 2003), or be more restrictive by
imposing a bound on the length of the path (Dai and Wu, 2005).
In the worst case scenario, a k-connected network requires
k node failures to disconnect the network (Bredin et al., 2010;
Hajiaghayi et al., 2003). Clustering the nodes improves the perfor-
mance, specially in large-scale WSNs. This is because comparing to
the flat architecture when the nodes are clustered, to achieve the
connectivity, there has to be at least one path from every CH to the
BS, not between every node in the network and the BS.

8. Reduced routing delay: In some applications of WSNs, specially
in wireless multimedia sensor networks (WMSNs), WSN should
ensure a stringent deadline (Ehsan and Hamdaoui, 2012), such
as a physical event and health-care monitoring. Therefore,
assuring reduced routing delay is one of the most important
challenges in meeting the QoS requirements of the network
(Akyildiz et al., 2007). In WSNs, which usually use the multi-
hop approach for transmitting the data, clustering, compared to
flat architectures, efficiently reduces the routing delay. This is

Clustering Objectives

Scalability

Fault-tolerance

Data aggregation/fusion

Increased connectivity

Reduced routing delay

Load balancing

Utilizing sleeping schemes

Collision avoidance

Stabilized network topology

Maximal network lifetime

Primary

Secondary

Fig. 2. Clustering objectives in a general view.
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because, in the routing problem, if we have a network with n
nodes and k clusters (n4k) in a clustered WSN, it would be
more efficient if the data are routed among k CHs rather than
n nodes, while in a flat WSN the data are routed among n nodes.
Note that this is more considerable when nck.

9. Collision avoidance: Collision avoidance in WSNs is important,
because each collision causes some packets to be lost, so each
node has to re-transmit the latest packets. It is more signifi-
cant when the nodes are mobile and the topology is dynamic
(Dong and Dargie, 2013). This increases the energy consump-
tion in the network and is not suitable for energy-constrained
networks. When the nodes are clustered, utilizing some MAC
layer protocols, like Time Division Multiple Access (TDMA),
makes in-cluster operations performed without collisions.

10. Utilizing sleeping schemes: In some applications of WSNs, there
is no need for the nodes in the network to be awake in all the
operational time. If all the nodes are awake for all the time, the
energy of the nodes is depleted fast and the network lifetime
is significantly reduced. In some other applications, the pro-
tocol selects some active nodes that cover the entire field so
the other nodes located in the range of active nodes can go to
sleep (Ye et al., 2003). In this scheme selecting the active
nodes has some overheads such as exchanging the control
messages. In a clustered WSN, it is possible that some nodes
like the CHs are awake and other regular nodes go to sleep in a
scheduled manner. The most popular scheme is to use the

TDMA protocol, in which the CHs first send the time schedule
to the regular nodes and then the regular nodes go to sleep
unless they are in their time schedule. Therefore the con-
sumed energy is significantly reduced. Note that in sleep mode
the nodes switch off their radio and change their status to a
low power mode. The consumed energy in sleep mode is on
the order of μW, while in the idle mode it is of mW.

3.2. Clustering characteristics

In this section, we opt some clustering characteristics in order
to classify different clustering approaches. In general, we define
each clustered WSN to have three main characteristics: cluster
properties, CH properties, and clustering process properties. In the
following, we clarify each main section in detail. A proper
taxonomy of clustering characteristics can be found in Fig. 3.

3.2.1. Cluster properties
Cluster properties are divided based on the specifications of

clusters, like the number of clusters, cluster size, intra-cluster
communication, and inter-cluster communication. A brief expla-
nation of each is presented below:

� The number of clusters: The number of formed clusters can be
either constant (preset) or variable. In the approaches that

Fig. 3. The clustering characteristics in WSNs.
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randomly elect the CHs among the sensor nodes, this number is
variable.

� Cluster size: Based on the uniform distribution of the load
among all the formed clusters, the size of the clusters can be
equal or unequal. This inequality of clusters is based on the
distance between the nodes and the BS.

� Intra-cluster communication: Based on the clustering algorithm,
the communications within a cluster can be either direct or mullti-
hop. In some clustering approaches when the number of CHs is
small and the size of the clusters is large, multi-hop communica-
tion between the CH and the members may be needed.

� Inter-cluster communication: Since the sensor nodes are equ-
ipped with short range receiver/transmitters, so the multi-hop
approach is an appropriate mechanism for WSNs. However,
some applications of WSNs assume that the communication
between the CHs and the BS is direct (usually in small scale
networks and traditional approaches).

3.2.2. CH properties
Since the main part of each clustering algorithm is the CH election,

the elected CHs have a substantial effect on the clustering algorithm
performance. We list some characteristics of the CHs below:

� Mobility: The CHs can be either stationary or mobile. The
mobile CHs can move for a limited distance, although the
topology management process of mobile CHs is more difficult
than in a network with stationary CHs.

� Node type: The dispersed CHs across the network can be rich in
resources compared to the regular nodes; that is, the network
supports the heterogeneity of the nodes. Or, the network can be
homogeneous and the CHs are picked from the regular nodes.

� Role: Based on the algorithm, the elected CHs can perform
different roles in the network. These roles are relay and
aggregation/fusion. A CH can act as a simple relay node, such
as controlling the data traffic and perform synchronization or
can perform the important operations of data aggregation/
fusion.

3.2.3. Clustering process
In this section we review some characteristics of a clustering

algorithm.

� Method: A clustering algorithm can be either distributed or
centralized. Since WSNs are networks with a huge number of
nodes, distributed approaches have gained more popularity
than the centralized approaches have.

� Objectives: Clustering the nodes in WSNs can have different
objectives. As mentioned earlier, some objectives are more
important than the others. A complete list of the clustering
objectives considered in this paper are shown in Fig. 2.

� CH selection: Each clustering algorithm has its own CH election
mechanism. However, in general, the CH election algorithms can
be classified into three categories: preset, random, and attribute-
based methods. In preset, the CHs are elected before the
deployment of the nodes in the field. In random approaches,
the CHs are selected randomly, and attribute-based algorithms

select them based on some of their characteristics, like the
residual energy and distance to the BS.

� Algorithm complexity: The algorithm complexity means the way
an algorithm converges. Some algorithms converge in a vari-
able time, depending on the network specifications like the
number of CHs, and some converge in a constant time, regard-
less of the network specifications.

� Clustering nature: Many clustering algorithms have been pro-
posed for WSNs in the literature. A small number of these
approaches, known as reactive networks, are based on data-
centric method. Many of the proposed approaches are proac-
tive and do not support the reactivity and some use a hybrid
of them.

� Clustering dynamism: A clustering approach can be either
dynamic or static. In dynamic approaches, the CHs are elected
based on the current conditions of the network, and most of
dynamic approaches act in a real time scheme. In static
approaches, the CH election and related operations are per-
formed regardless of the current network conditions.

3.3. Clustering algorithms classification

In this section we perform a classification on the existing
clustering algorithms. To do so, different metrics are used. A
possible classification of clustering algorithms is to divide all
approaches into distributed or centralized methods. Since centra-
lized design is not scalable and consequently suitable for WSNs,
most of existing popular approaches are distributed so this categor-
ization is very general. Another common way is to classify the
approaches based on the CH selection algorithm, as shown in
Table 1. In our classification, we consider CH selection algorithm
and clustering properties. We first divide the clustering approaches
into equal-sized and unequal-sized clustering approaches. Then we
focus on equal-sized clustering approaches and divide them into
three groups: probabilistic, deterministic, and preset methods. In
probabilistic approaches, we analyze the approaches based on two
major categories: random and hybrid. Subsequently, we divide the
deterministic approaches into four major groups: weight-based,
fuzzy-logic-based, heuristic-based, and compound approaches. We
also stay loyal to these categories in the case of unequal-sized
clustering algorithms. Note that we aim at presenting the related
works in each category in the order of publications year. Figure 4
shows our classification on the presented clustering approaches.

4. Clustering algorithms

In this section, we present a state-of-the-art and comprehen-
sive survey on the clustering algorithms. The reviewed clustering
approaches are classified into two major groups: equal-sized and
unequal-sized clustering approaches.

4.1. Equal-sized clustering algorithms

Equal-sized clustering approaches have extensively been exp-
lored by many researchers. The number of proposed approaches in
this area is huge and reviewing all of them in detail is not possible.

Fig. 4. Classification of the clustering approaches.
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The main idea in equal-sized clustering algorithms is to form the
clusters with relatively equal sizes, to keep the number of clusters
as small as possible, evenly distribute them across the network,
and typically, provide minimum overlapping among them. Basi-
cally, this type of clustering has a major problem: the distance
between the nodes and the BS does not affect the size of clusters.
Consequently, the traffic load is not evenly distributed among all
the nodes, because the nodes in the vicinity of the BS have to relay
more data than farther ones. Generally, traditional clustering
approaches support equal-sized clustering. We divide the equal-
sized clustering algorithms into three general groups: probabil-
istic, deterministic, and preset methods. We first target probabil-
istic clustering algorithms and explain the most important and
basic approaches in detail and then discuss their advantages and
drawbacks. We then discuss the most important extensions and
similar works related to the basic approaches. Afterwards, we
move to deterministic clustering algorithms. Finally, preset clus-
tering approaches are reviewed.

4.1.1. Probabilistic clustering algorithms
The primary objective in probabilistic clustering algorithms is

to prolong the network lifetime as much as possible. Some of these
algorithms (particularly LEACH) aimed at randomly selecting the
heads. This group conserves the simplicity and produces a near
optimal overhead for clustering the nodes. In order for a clustering
protocol to be efficient, the overhead of clustering, including the
message and time, should be small. This overhead is incurred
because the nodes need the local information to be able to
organize themselves into clusters. On the other hand, others utilize
some helpful metrics to achieve more goals in addition to the
increased network lifetime, including reduced routing delay and
fault-tolerance. However, the overhead of clustering in the latter
group is accordingly increased. In this section, we describe the
most important probabilistic clustering approaches and classify
them into random and hybrid approaches.

4.1.1.1. Random algorithms. Low Energy Adaptive Clustering
Hierarchy (LEACH): The first attempts in the area of clustering
the nodes in WSNs is LEACH (Heinzelman et al., 2000, 2002). The
main idea behind LEACH is to rotate the CH role among all the
nodes to achieve load balancing. In LEACH, the operational time is
divided into some rounds and each round is divided into two
phases: setup phase in which the clusters are formed and steady-
state phase in which the data are directly transmitted to the BS by
the CHs. The timeline of operations in LEACH is depicted in Fig. 5.

Note that the CH selection in LEACH is distributed with low
overhead imposed by CH selection. LEACH uses a random
approach for selecting the CHs and assures that all the nodes in
the network get selected as CH for at least once in an predeter-
mined epoch. The length of the epoch depends on the number of
the nodes and clusters (n=k rounds). At the beginning of the CH

selection phase, all the nodes generate a random number between
0 and 1. Then each node compares its number with

TðnÞ ¼

p

1�p� ðr mod
1
p
Þ

if nAG

0 otherwise;

8>><
>>: ð1Þ

where p is the desirable percentage of the CHs, r is the current
round, and G is the set of nodes that have not been selected as CHs
in the last 1/p rounds. All the nodes in G compare their number
with T(n). If they found their number less than T(n), elect them-
selves as CH and broadcast the CH-ADV message to all the nodes
within Rc. If not, they join the nearest CH by sending the Join-Req
message to the CH. Each node finds the nearest CH based on
received strength signal indicator (RSSI). After cluster formation, the
CHs aggregate the received data from the regular nodes and send
them to the BS in a single-hop. LEACH utilizes TDMA protocol for
gathering the data from regular nodes so that each regular node
goes to sleep except in its time slot. Also, code division multiple
access protocol is used in LEACH in order to avoid the collisions.
Note that a multi-hop version of LEACH is M-LEACH (Mhatre and
Rosenberg, 2004) that simply investigates the effect of multi-hop
versus single-hop one communication with the BS. The authors
show that M-LEACH has a better performance than LEACH.

In addition to distributed clustering in LEACH, a centralized
clustering approach or LEACH-C is proposed by the same authors
in Heinzelman et al. (2002). In LEACH-C, the BS is responsible for
cluster formation. At the beginning, each node sends its informa-
tion including its location and energy level to the BS. The BS then
computes the average of the node energies and the nodes with
energy below this average are not selected as CH for the current
round. When the BS selects the CHs for the current round, it
broadcasts the node ID of the CHs to all the nodes in the entire
network. The nodes that are not selected as CH join the nearest
CH. Note that because of its centralized architecture LEACH-C has
the scalability problem.

LEACH protocol is simple, it is distributed, generates low
overhead for CH selection, load is balanced, and the percentage
of the CHs in the network is appropriate and can be defined;
however, LEACH has some defects. The communication between
the CHs and the BS is direct, so the power of the CHs, specially
farther CHs to the BS, is depleted at a faster rate and thus the
network cannot be implemented in large scales. Also, since the
CHs are selected randomly, two important problems emerge. First,
the distribution of the CHs across the network is not performed
properly. Second, the energy of the CHs is not considered in the CH
selection so the nodes with low energy have may get elected as
CHs. These problems encourage the researchers to improve the
protocol. In the following, the most important ones are discussed.

Threshold sensitive Energy Efficient sensor Network protocol (TEEN):
TEEN (Manjeshwar and Agrawal, 2001) is a threshold-based

Round

Frame

Steady-state

Time

T = 0

Round

Set-up

Fig. 5. Timeline of operations in LEACH.
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clustering protocol for WSNs. Unlike LEACH in which all the nodes
always have data for transmission, TEEN is designed for applica-
tions where the data should be sent to the BS when a specific
event occurs. The main idea of TEEN is to use the data-centric
protocols in a hierarchical structure. There are two thresholds in
TEEN, soft and hard, which are used to define when the data
should be transmitted to the BS. Each node should switch on its
transmitter and report its data to its CH whenever it sensed the
hard threshold. On the other hand, the soft threshold just causes
the node to switch on its transmitter without any report to the CH,
because there is no change or is a little change in the attribute.
Using the thresholds, the protocol can define the traffic that
should be sent to the BS. The architecture of TEEN is depicted in
Fig. 6. As shown in this figure, the data are gathered by the first-
level CHs, in a hierarchical scheme. In this scheme, the data of each
level CHs are gathered by the next level CHs, and are transmitted
to the BS. TEEN has an advantage of reducing the number of
transmissions to the BS so that the approach is more energy-
efficient. Also, data-centric nature of TEEN makes it suitable for
time-concerned applications in which a quick response from the
network is urgent for user. However, there are some problems in
TEEN; firstly, the user has no feedback from the field of interest
unless the thresholds are reached. Consequently, some nodes may
die while the user is not aware of their death because it does not
receive feedback. Secondly, defining the exact value of the thresh-
olds according to the application is not very easy. Finally, TEEN is

not suitable for the applications in which a periodical feedback
from the region is needed, like the monitoring of a forest.

An improved version of TEEN is proposed in APTEEN (adaptive
threshold sensitive energy efficient sensor network) (Manjeshwar
and Agrawal, 2002) by the same authors. In fact, APTEEN is a
hybrid method that targets both types of data acquisition
approaches, i.e. reactive, like TEEN, and proactive, like LEACH.
After CH election, the CHs broadcast four parameters to their
members: attributed, thresholds, schedule, and count time.
According to these factors, each node sends its data to its CH only
if its sensed data reach the hard threshold. The nodes that have
not transmitted any data for a predefined duration should sense
the field and transmit their data to the CH. These parameters can
get different values that make APTEEN very flexible.Some advan-
tages of APTEEN are that the data are periodically gathered from
the regular nodes, aggregated in the CHs, and the thresholds are
defined and sent to the cluster members via the CHs. However,
APTEEN has the additional complexity of implementing the
threshold functions and the count time that imposes some over-
heads to the network. Also, CH election in APTEEN is performed by
the BS which has practical problems, because of the centralized
nature.

Power-Efficient GAthering in Sensor Information Systems (PEGA-
SIS): Chain-based protocol is proposed in PEGASIS (Lindsey and
Raghavendra, 2002; Lindsey et al., 2002) which is an improvement
on the LEACH protocol. PEGASIS has two main objectives: first,

Fig. 6. Architecture of TEEN (redrawn from Manjeshwar and Agrawal, 2001).
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improving the network longevity and uniform energy consump-
tion among the nodes, and second, using a chain-based multi-hop
path which tries to reduce the delay between the source and the
BS. Using a greedy algorithm, the chain is established from the
farthest node to the closest node to the BS. In order to build the
chain, each node sends its sensed data to its closest neighbor node
in the chain, then the next-hop node receives the data, aggregates
them with its own data and sends them to the next-hop node in
the chain. The closest node to the BS is responsible for transmit-
ting the data to the BS. In PEGASIS, it is guaranteed that each node
is a leader once in an epoch. The number of epochs equals the
number of nodes so that the load is uniformly distributed among
all the nodes. More importantly, unlike LEACH, PEGASIS efficiently
handles different network scales using multi-hop chain-based
approach among the nodes. However, this is assumed in PEGASIS
that all the nodes have global knowledge of the network; this is
not practical, because knowing the entire network topology is not
practically possible in large distributed systems, particularly in
WSNs with restricted resources. Furthermore, in chain-based
architectures, it is probable that some nodes get bottleneck. Also,
the single chain approach diminishes the network reliability such
that if a node in the chain dies the nodes are disjointed.

An extension on PEGASIS is Concentric Clustering Scheme (CCS)
(Jung et al., 2007), the main idea of which is to consider the
location of the BS to enhance the performance and to prolong the
lifetime of the network. As shown in Fig. 7, in CCS, the network is
divided into some tracks (levels). Each level contains a chain and a
head of the chain. Like PEGASIS, using a greedy algorithm, the
chain in each track is constructed from farthest node to the BS. The
data transmission is then started from the farthest node to the BS
which sends its data to its nearest node in the chain. The next
node receives the data, aggregates them with its own data and
sends them to the next hop. This is continued until the data reach
the CH. The CH, after data gathering and fusing, sends the data to a
lower level CH. The authors show that using this method some
problems of PEGASIS, such as lack of information about the BS
location and being bottleneck of the CH can be solved.

CLUBS: A clustering algorithm based on local density of the
nodes has been proposed in CLUBS (Nagpal and Coore, 1998).
The algorithm takes the advantage of local communication to
aggregate the nodes into clusters. In CLUBS every node in the
network must be connected to a cluster, the diameter of all
clusters in the network should be the same and the clusters
should support the intra-cluster communication (the nodes in a
cluster must be able to communicate with on another). In CLUBS,
all the nodes count down starting from a random number
generated between zero and R. Once a node counts to zero and

is not stopped by other nodes, the node declares its status as the
CH and broadcasts a “recruit” message to all the other nodes.
When a node receives this message, it should join the sender and
become a “follower,” even if the node is still counting. If two CHs
to be in the same neighboring, 1-hop away from each other, so all
the operations of CH election should be started again. The authors
show that the CLUBS algorithm can handle both synchronous and
asynchronous distributed systems. Furthermore, CLUBS satisfies
some other limitations on large distributed systems, like the
algorithm does not require global IDs, global knowledge of all
the nodes, or the diameter of the network. However, since CLUBS
is designed to be performed in WSNs, which are very dense
networks, CH re-election in the case of two CHs are in the same
neighboring would increase energy consumption.

Energy Efficient Hierarchical Clustering (EEHC): Another cluster-
ing protocol is EEHC (Bandyopadhyay and Coyle, 2003) which
divides the network into a hierarchy of layers. The operations in
EEHC are classified into the initial and the extended stages. In the
initial stage, the data are gathered from regular nodes by the CHs
(level-1, the lowest level). Then, the data are aggregated and
transmitted to the CHs of the next layer (layer-2). The operations
are recursively repeated until the data reach the BS. In order to
elect the CHs, a probabilistic algorithm, based on the node density
in neighboring of the node, is served. In the algorithm each node
announces itself as a CH based on its probability p (called volunteer
CHs). Then, all the nodes that have received this announcement
from the node by either direct or forwarded communication join
the nearest CH based on the signal strength. Also, there are some
nodes that receive this announcement from none of the CHs in the
neighborhood of the node and elect themselves as new CHs (forced
CHs). The authors present some analysis on the optimal values of
clustering parameters and find the best ones, resulting in reduced
energy consumption. EEHC improves the network lifetime and
makes large-scales WSNs more scalable because of its hierarchical
architecture; however, data aggregation in multi-layered cluster-
ing might increase the delay, because the data should be stored in
intermediate nodes until other data arrive and then are aggregated
and transmitted to the BS (Krishnamachari et al., 2002).

Fast LOcal Clustering service (FLOC): FLOC (Demirbas et al., 2004,
2006) is a distributed clustering mechanism which divides the
network into non-overlapped and equal-sized clusters. In this
method, based on the assumed double-band radio model, a node
can reliably communicate with the nodes in its inner-band (i_band)
range, or can unreliably communicate with the nodes in its outer-
band (o_band) range. Clustering algorithm (called program) in FLOC
is composed of a set of variables and actions. A state is defined by a
value for every variable in the program, and an action is said to be
enabled if its boolean expression (named guard) is true. The main
algorithm of FLOC is outlined in Fig. 8. A node stays idle for a
random time until it receives a candidacy message from a potential
CH. If a node receives no such message, it broadcasts itself as
a candidate (action 1). An idle node, by receiving a candidacy
message, can also become either an i_band or o_band based on its
proximity to the concerned sender (action 5). A candidate node may
turn to an o_band node if it receives a conflict message (action 3).
The conflict message demonstrates that if a node forms a cluster,
then its i_band nodes overlap with i_band nodes of the sender of
the conflict message. A candidate can also become a CH if it receives
no conflict message (action 4). An o_band node may become an
i_band node of another cluster if it receives a candidacy message
from a closer potential CH.

FLOC is fast (in Oð1Þ) and performs well on large WSNs. The
algorithm produces equal-sized clusters with minimum over-
lapping. Mobility of the nodes is supported in FLOC, that is
the protocol has self-healing capabilities in adding new nodes to
the network and managing the mobility of the nodes. However, the

Fig. 7. Constructing the chains in a tracked WSN by CCS (redrawn from Jung et al.,
2007).
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clustering process in FLOC is so complicated, the CH selection is
performed randomly, and it is unclear how the data are transmitted
among the nodes.

Two-Level LEACH (TL-EACH): A two-level hierarchy protocol for
low energy WSNs is proposed in TL-LEACH (Loscri et al., 2005). In
the approach, two types of CHs are defined: primary and second-
ary CHs. The primary CHs are located at the outer layer, and the
secondary CHs are at the inner layer. The CH election is performed
in a similar way to LEACH, with a minor modification to the CH
probability. First the primary CHs are elected, and then the
secondary CHs are elected from the remaining nodes. Each node
communicates with its associated CH in a single-hop. TL-LEACH
constructs a hierarchical tree where the primary CHs transmit
their data to the secondary CHs, the secondary CHs transmit to the
sub-cluster nodes up until the data reach the BS. Other operations
in TL-LEACH like cluster formation, data aggregation, using TDMA
schedule, etc. are performed as LEACH. TL-LEACH reduces the
number of CHs in the network by two-level clustering so that the
percentage of the nodes that should send data to the BS decreases.
Thus, the energy is conserved more.

Multi-hop Overlapping Clustering Algorithm (MOCA): An over-
lapping based clustering approach has been proposed in MOCA
(Youssef et al., 2006) which uses a random method for CH
selection. Each node produces a probability p, based on which
announces itself as a CH within its cluster range. This announce-
ment is forwarded to all the nodes within the range of k hops from
the CH. Then each node sends a request to all the CHs from which
it has received the announcement. The authors propose a method
to support overlapping in order to achieve some objectives such as
inter-cluster routing, topology discovery and node localization,
and recovery from CH failure. An extended version of the paper
appears in KOCA (Youssef et al., 2009) which tries to solve the
overlapping clustering problem. KOCA, with a specific average
overlapping degree, achieves an equal-sized clustering. An exam-
ple of formed clusters by KOCA is depicted in Fig. 9. As shown,
there are two tables: adjacent clusters table and boundary table. The
adjacent clusters table holds the information about the neighbor
CHs and common boundary nodes. The boundary table holds the
information for boundary nodes about the CHs to which they
belong and the hops number from them. However, MOCA imposes
some overheads in terms of time, due to the waiting time in node
membership to form the overlapping clusters, and the messages,
particularly in boundary nodes.

Clustering Communication Based on number of Neighbors (CCN):
Another approach is proposed in Shigei et al. (2010) in which a
clustering communication method (CCN) for WSNs is proposed.
The algorithm consists of four main phases: calculating the
number of neighbors, CH election, cluster formation, and deter-
mining TDMA schedules. CH election in CCN is randomly

performed and each node decides to be a CH and broadcasts the
candidacy if it has not received any candidacy. Other nodes that
receive this candidacy join the CH. The CHs adjust their broad-
casting range in order to reduce energy consumption. The main
idea of cluster formation in CCN is to adjust the cluster range
based on the number of neighbors, in order to balance the
consumed energy in the CHs. For example, the CHs with a larger
number of neighbors have a smaller cluster range and vice versa.
Fig 10 depicts the main idea of cluster formation in CCN. Using
simulation, the authors show that compared to LEACH CCN
significantly improves network lifetime.

4.1.1.2. Hybrid algorithms. Deterministic CH Election in LEACH:
Another extension on the LEACH protocol is proposed in Handy
et al. (2002) where the residual energy of the sensor nodes is
included in the CH selection. This causes the algorithm conserves
the simplicity and the distributed nature of LEACH, and at the
same time, considers the residual energy of the nodes for CH
election,

TðnÞnew ¼ P

1�P rmod
1
P

� � En_current
En_max

; ð2Þ

where En_current and En_max are the current energy and the initial
energy of the nodes, respectively. Including the residual energy of
the nodes in the new CH probability has a basic problem: after a
certain number of rounds, while there are still alive nodes with
enough energy to transmit the data to the BS, the network is
suspended. In order to solve this problem the authors modify the
probability as

TðnÞnew ¼ P
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1
P
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1
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� �� �
;

ð3Þ
where rs is the number of consecutive rounds in which a node has
not been CH. Other operations like cluster formation and data
transmission are the same as LEACH. Using this method, the authors
show that some improvements on LEACH, in terms of the network
lifetime, are possible. However, the approach still suffers from some
problems of LEACH; for example, the communication of the CH
with the BS should be direct, and the assumption that all the nodes
are able to reach the BS is not practical.

Hybrid Energy-Efficient Distributed Clustering (HEED): A hybrid
clustering approach called HEED has been proposed in Younis and
Fahmy (2004a,b) which is an iterative-based clustering scheme
and uses a hybrid of the residual energy and communication cost,
such as AMRP (the minimum power level required by a node to
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Fig. 8. Actions and state transitions in the FLOC clustering algorithm (redrawn
from Demirbas et al., 2006).

Fig. 9. Overlapping clustering by KOCA (redrawn from Youssef et al., 2009).
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communicate with its CH) or node degree, to elect the CHs.
Distribution of the CHs across the network is properly done in
HEED. After CH election, the CHs form a backbone in the network
and through a multi-hop approach the sensed data of the regular
nodes are transmitted to the BS by the CHs.

CH election in HEED is made of three main phases: initializa-
tion, main processing (repeat), and finalization. At the beginning of
the operations, all the nodes generate a probability as

CHprob ¼ Cprob �
Eresidual
Emax

; ð4Þ

where Cprob is an initial percentage of CHs and is set to 5% and
Eresidual and Emax are the current residual energy and the initial
energy (fully charged battery) of the nodes, respectively. In the CH
election process of HEED, each node, through several iterations,
becomes either a CH or a regular node and picks up a low cost CH.
Each node, proportional to its CHprob probability, can elect itself
as final CH if its CHprob reaches 1, or tentative CH if it is less than 1.
A tentative CH can turn to a regular node in the upcoming
iteration if it finds a low cost CH in its neighborhood. After
selected as final CHs, the nodes broadcast their status a message,
with their communication cost included, to all the nodes within
cluster range (Rc). Afterwards, each node picks up the lowest cost
CH to which it periodically sends its data. As mentioned, the
communication cost can be either AMRP or node degree. AMRP is
defined as

AMRP ¼∑M
i ¼ 1MinPwri

M
; ð5Þ

where M is the number of nodes within cluster range that try to
reach the CH. Note that the nodes that receive no CH advertise-
ment elect themselves as tentative or final CH depending on their
CHprob. At the end of each iteration, each node doubles its CHprob

and goes to the next iteration.

In HEED, the clusters are evenly distributed across the network,
the data are transmitted to the BS by the CHs in a multi-hop
manner, and the energy-efficient design is desirable so that the
CHs have relatively high residual energy. Despite these advantages,
HEED has some shortcomings. For example, it is an iterative-based
clustering approach and the generated overhead for CH selection
is high, because each node has to broadcast many messages in
each iteration. Since the final CHs are selected by the secondary
metric (i.e. the communication cost) and some nodes with low

residual energy and high communication cost may get selected as
CHs for consequent rounds, HEED has load balancing problem.
Finally, in this method the number of formed clusters across the
network is large, so energy consumption also increases.

As mentioned earlier, the number of formed clusters in HEED is
large and the energy consumption also increases. An extension
on HEED is proposed in Huang and Wu (2005) which offers
re-execution of the HEED algorithm by the nodes. In HEED, some
nodes detect themselves as alone nodes and elect themselves as
final CHs. This makes the number of clusters in HEED large, so the
extension on HEED (Huang and Wu, 2005) enforces the alone
nodes to re-execute the main HEED algorithm. This results in a
reduction in the number of CHs in the network so the routing
latency is reduced and the network lifetime is increased.

Stable Election Protocol (SEP): Researchers use LEACH in differ-
ent aspects. As an example, SEP (Smaragdakis et al., 2004) uses
LEACH in heterogeneous WSNs. SEP studies the impact of hetero-
geneity, in terms of energy of the nodes. To elect the CHs, SEP uses
a weighted probability method based on remaining energy in the
nodes. This could prolong the stability period of the networks
(stability is defined as the time from the beginning of the network
process until the first node dies). In SEP an adjustable percentage
of the nodes have higher energy than the other nodes. Accord-
ingly, a modified probability is defined to consider the residual
energy of the nodes. Based on this probability, the length of used
epoch in LEACH is increased. The authors show that, compared to
LEACH, SEP can increase the stability period of the network.

Energy-Efficient Clustering Scheme (EECS): A competition-based
clustering approach is proposed in EECS (Li et al., 2005a). In this
scheme in order to select the CHs, based on a probability each node
becomes a candidate and announces its status to all its neighbor
nodes within a competition range. Each candidate node, after waiting
to receive the announcement from other competition nodes, checks
for if there is a candidate with a greater residual energy. If there is
one, the node leaves the competition, otherwise, the candidate elects
itself as new CH. In EECS it is assumed that the communication with
the BS is direct. Beside the competition based CH selection, a
distance-based cluster formation is proposed in the paper. In order
to achieve a better load balance, the nodes join the CHs that are
closer to the BS. This is because the farther CHs consume more
energy to send a message to the BS (Heinzelman et al., 2002). The
paper shows that, using this cluster formation method, a small
improvement on the network lifetime is possible. Similarly, the
approach has the following problems: the communication of the
CHs with the BS is direct and the competition-based CH election
incurs some overhead in terms of the message and time.

Energy-Driven Adaptive Clustering Hierarchy (EDACH): An exten-
sion on LEACH is EDACH (Kim and Youn, 2005a) which is an
enhanced version of LEACH and PEACH. The main goal of EDACH is
to solve the energy problem of CHs in LEACH by using proxy nodes
like in PEACH. The authors of the paper show that EDACH
improves the performance of PEACH by forming more clusters in
the regions farther from the BS. In EDACH, the number of CHs can
vary depending on their distance to the BS. The paper assumes
that the network is segmented into three segments: near, medium,
and far. Each node calculates a threshold based on Eq. (1) and p is
related to the segment to which the nodes belong. The value of p
for near, medium, and far segments are, respectively, ð1�xÞp, p,
and ð1þxÞp, where 0oxo1. Using this method, the closer nodes
to the BS have smaller threshold and so smaller chance to be
elected as CH. Similarly, the nodes located in the farther segments
to the BS have greater threshold and thus a greater chance to be
elected as CH. Other operations are the same as those in LEACH. In
the steady-state phase, for rotating the CH role a threshold based
approach is proposed. When the energy level of a CH falls below a
predefined threshold, the proxy node becomes the new CH. The

Fig. 10. Different cluster sizes formed by CCN (redrawn from Shigei et al., 2010).
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authors show that using this approach some improvements on
LEACH are achieved. Similarly, the approach does not consider the
residual energy of the nodes in CH election. More importantly, the
preliminary of CH election in the paper is network partitioning,
despite the fact that the approach provides no guideline on
defining partitions.

Time Controlled Clustering Algorithm (TCCA): In another exten-
sion on LEACH, TCCA is proposed in Selvakennedy and Sinnappan
(2007). In particular, TCCA introduces a criterion for CH election
in which the residual energy of the nodes and the CH elect-
ion probability of LEACH are merged. The nodes first produce a
random number between 0 and 1. They then compare their
number with the introduced threshold (Ti) and become CH if their
number is less than the threshold. Ti is computed as

TðiÞ ¼
max

p

1�p� ðr mod
1
p
Þ
� Eresidual

Emax
; Tmin

2
664

3
775 if nAG

0 otherwise;

8>>>>><
>>>>>:

ð6Þ

where Eresidual and Emax are the current residual and initial energy
of the nodes, respectively, and Tmin is a minimum threshold to
avoid the possibility when Eresidual is significantly low. After CH
election, the CHs broadcast advertisements containing the node
ID, TTL (time to live), residual energy and a time stamp. Timer-
based cluster formation is employed to manage the size of formed
clusters. However, in special cases that all the nodes have a low
residual energy and probability greater than Tmin, TCCA has the
same problem as Handy et al. (2002) and the network can be
suspended. Also, cluster formation in TCCA is more complicated
than LEACH so that the simplicity is diminished.

Clustering Algorithm via Waiting Timer (CAWT): CAWT (Wen and
Sethares, 2005) is another distributed clustering approach in
which the CHs are elected based on the node degree. More
precisely, each node firstly sets a random waiting timer. When
the timer is expired, the node decides itself as a new head and
informs its new status to all its neighbors. This timer might be
shortened whenever the node finds a new neighbor (the effect of
node degree). Also, the competitive node might leave the compe-
tition by receiving a CH advertisement from its neighbors. Exten-
sive simulations provided in the paper indicate that CAWT
outperforms Max–Min heuristic (Amis et al., 2000) algorithm, in
terms of time complexity and cluster formation. The authors claim
that CAWT operates in asynchronous networks; however it is not
generally the case. More importantly, CAWT is not energy-aware.
Also, it has the load-balancing problem, because the nodes with a
higher node degree are more likely to be elected as the CH in
consequent rounds.

A similar CH election algorithm has been proposed in Auton-
omous Clustering via Directional Antenna (ACDA) (Wen, 2013).
The algorithm reduces the sensing redundancy and maintains
sufficient sensing coverage and network connectivity in sensor
networks. The authors believe that the cluster performance is
improved and sensing redundancy can be eliminated by direc-
tional antennas, random waiting timers, and local criteria. The
clustering mechanism has four phases: determining the primary
sensing sectors that is sectors of sensing tasks are defined, CH
election using directional antennas, gateway election (inter-cluster
communications) based upon deciding communication sectors
and information about neighbor sectors, and renewing the CHs
and gateways or stabilizing the clusters. The CH election is
performed similar to CAWT in which the nodes set a random
timer and update it based on receiving the packets from their
neighbors in their sectors. Performance comparison using simula-
tions show that the algorithm outperforms LEACH and CAWT, in
terms of the network lifetime.

Clustering Method for Energy Efficient Routing (CMEER): Another
extension on the LEACH protocol is CMEER (Kang et al., 2007). In
CMEER, using Eq. (1) each node elects itself as a candidate. Then the
CHs are selected from these candidates. Each candidate broadcasts
an advertisement and declares its intention to becoming a CH to all
the nodes within its radio range. If another candidate node is
located within α� Advertisement_Range, (0oαo1), it gives up its
candidacy and stops joining the competition. This results in reduc-
tion of the number of CHs in the network and a better network
energy-efficiency. Besides, data transmission to the BS in CMEER is
performed by multi-hop CH-to-CH. CMEER well distributes clusters
across the network. However, CMEER also suffers from random CH
election. Furthermore, it has the problems of competition-based
approaches, i.e. the message and time overheads.

Energy-Efficient Multi-level Clustering algorithm (EEMC): A proper
hierarchical clustering approach and an extension on EEHC is
Energy-Efficient Multi-level Clustering algorithm (EEMC) (Jin et al.,
2008) which is designed to achieve minimum energy consumption
in sensor networks. The authors show that EEMC terminates in
Oðlog log NÞ iterations (in a network with N nodes), and when the
path loss exponent is 2, EEMC achieves the minimum latency.
EEMC uses a probability based approach to elect the CHs, where
the number of CHs in each level is computed by an analytical
approach. Firstly, each node sends its information, including its
residual energy and location, to the BS. Having received all the
messages from nodes, the BS broadcasts a ‘command’ message to
all the nodes that contains the total remaining energy and distance
of the nodes to the BS. According to a probability, the nodes with a
higher residual energy or shorter distance to the BS are elected as
level-1 CHs. The CHs in level-2 are elected based on a certain
probability according the command messages broadcasted by the
CH level-1. These operations are repeated until level-i. Some
assumptions in EEMC are not very realistic or appropriate in
WSNs; for example, the nodes in each phase of CH election need
to send their information to the BS and receive back the informa-
tion. This increases energy consumption.

LEACH with Distance-based Thresholds (LEACH-DT): In another
recent work (Kang and Nguyen, 2012), a distributed CH selection
(LEACH-DT) algorithm is proposed which takes into account the
distances from the sensors to the BS. Using this method, the
proposed scheme optimally balances the energy consumption
among the sensors. In fact, LEACH-DT is a modified version of
LEACH in which the CH election probability is modified such that
the distance of the nodes to the BS affects this probability. A multi-
hop routing path is also proposed in the paper; however, multi-
hop path establishment in LEACH-DT is complicated and needs
many message flooding.

Discussion: In the last decade, random approaches have shown
to be a popular clustering method for WSNs. This is because
random approaches are simple with reduced overhead, self-
organize, and energy-efficient with a long network lifetime. These
approaches solve the load-balancing problem in clustering by
rotating the role of CH among all the nodes, and as a result, the
network is more energy-efficient. Above all, unlike iterative-based
protocols, the performance of random methods does not depend
on the network diameter and packet loss. This characteristic gains
more importance when considering the fact that the packet loss
in wireless medium is high. However, the approach has some
problems in terms of the form and distribution of the clusters.
Also, lack of energy consideration in CH election reduces the
reliability in these approaches, because if the nodes with low
residual energy get elected as the CHs, the data gets lost as they
die. The most valuable random clustering protocol is LEACH that
preserves the simplicity near optimal. Some researchers have tried
to overcome the shortcomings of LEACH. To do so, PEGASIS with
chain-based clustering, TEEN and APTEEN with reactive clustering,
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EEHC with hierarchical multi-level clustering, and deterministic
LEACH (Handy et al., 2002), HEED, and EECS with hybrid clustering
are proposed. In addition to LEACH and its extensions, other
valuable random protocols include CLUBS, FLOC, and MOCA. Each
one of these protocols introduces a novel clustering method.
Among the extension proposals, hybrid clustering has gained more
popularity than others. The major hybrid algorithms are HEED,
EECS, and EEMC. Although hybrid algorithms are energy-aware
and are more reliable in forming the clusters, they are not as
simple and low overhead as former approaches. This is because in
hybrid approaches locally exchanging status messages among the
nodes are required. Finally, some protocols, such as TEEN and
APTEEN, could be considered as the leading in a new aspect of
clustering. As mentioned earlier, TEEN and APTEEN introduce a
novel reactive-based clustering method for WSNs. Reactive-based
clustering is more suitable method for WSNs, because these
networks are naturally data-centric and most of their applications
are query-based.

4.1.2. Deterministic clustering algorithms
Unlike probabilistic clustering algorithms, some approaches

use more confident metrics to elect the CHs. Usually, these metrics
are achieved locally and based upon node conditions. The most
conventional metrics in CH election used in published works are
the residual energy, node degree, centrality, proximity (to neigh-
bors/BS), etc. The nodes achieve these information via message
exchange with their neighbors. We call these methods determi-
nistic clustering algorithms, because in these methods, the elected
CHs, and consequently, the formed clusters are more controllable.
There are different types of deterministic algorithms. As a well-
known method of clustering in WSNs, some protocols combine
some metrics into a weight and use them to produce balanced
clusters. Some other protocols employ fuzzy-logic to handle
uncertainties in CH election problem. Furthermore, heuristic-
based clustering methods have increasingly gained popularity,
because of their optimal solutions. Other methods use different
metrics, including the node degree, proximity, mobility, link
conditions, etc., to achieve their objectives. We present this group
as compound algorithms. In the following, we survey the most
important deterministic approaches in an organized manner.

4.1.2.1. Weight-based algorithms. Some attribute-based clustering
algorithms utilize some metrics in a weight in order to elect the
CHs. Typically, collecting some useful metrics, including the residual
energy, distance to the BS, and the number of neighbors, result in a
better performance. The basis of these approaches is a competition
in which the nodes with the highest weight are elected as the CHs.
Although many weight-based protocols are distributed, some
published works present centralized approaches. In the following
some of them are reviewed.

Distributed Clustering Algorithm (DCA): A distributed clustering
algorithm (DCA) is proposed in Basagni (1999) for ad hoc networks
which is also implementable for WSNs. DCA is an iterative and
weight-based clustering approach. In DCA, a node waits for all its
neighbors to decide to be a CH or join the clusters. The node with
the highest weight within the competition range is selected as
the CH. This weight is proportional to some metrics of ad hoc
networks like the mobility of the nodes. The authors argue that the
approach helps the clusters to be more stable so that the overhead
of forming the clusters in such mobile networks is minimized. In CH
selection if there is no node to elect itself as CH (while there are
some nodes with higher weight), the nodes with lower weight elect
themselves as new CHs, after waiting for a predefined time. Note
that the performance of the iterative-based clustering algorithms
highly depends on the network diameter and packet loss. Also,

since DCA has been designed for ad hoc networks in CH selection, it
does not take the power of the nodes into account. This is solved in
CH selection of DWEHC which is a suitable weighted-based algo-
rithm for WSNs, described in the following.

Distributed Weight-based Energy-Efficient Hierarchical Clustering
(DWEHC): A weight-based clustering approach has been proposed
in Ding et al. (2005) which is an extension on the HEED protocol.
In the CH selection phase of DWEHC each node calculates a weight
as

WweightðsÞ ¼ ∑
uANα;c ðsÞ

R�d
6R

 !
� EresidualðsÞ

EinitialðsÞ
; ð7Þ

where R is the cluster range, d is the distance from node s to
neighboring node u, and Eresidual and Einitial are the current residual
energy and the initial energy of node s, respectively. The nodes
with the largest weight among their neighboring nodes are elected
as temporary CHs. A real CH is then elected from the temporary
CHs, if a given percentage of its neighbors elect it as their
temporary CH. In order to achieve more energy-efficiency in
DWEHC, the multi-hop intra-cluster communication is supported.
In contrast with HEED, the number of formed clusters in DWEHC
and the number of single-member clusters are smaller, so DWEHC
is more energy-efficient than HEED. However, DWEHC still suffers
from the iterative-based problem of HEED. Also, multi-hop intra-
cluster communications may increase the total energy dissipation
in the network.

Topology Adaptive Spatial Clustering (TASC): TASC (Virrankoski,
2005) is a weighted clustering approach in which the weight
includes distance, connectivity, and density information within
the locality of each node. The main idea of TASC is adopted from
Ester (1996) and Zaiane Zaane (2002). TASC aims at clustering the
non-uniform sensor networks where the intensity variations in
each cluster are less than that of the entire network. The clustering
in TASC is performed as the following. First, all the nodes compute
their weights and broadcast them to all their 2-hop neighbors. All
the nodes elect the node with the highest weight as their nominee
and declare their decision to all 2-hop neighbors. Afterwards, when
all the messages are received, the nodes elect the closest nominee
to themselves as the leader and join them. The introduced weight is
composed of two key elements: the incidence a node has found on
the shortest path between pairs of nodes; and the distance
contribution of the edges of that node with respect to the total
length of the path. However, the main problem of TASC is that a
large number of control messages should be transferred in order to
select the leader nodes. As a result, since the communications is the
most energy consumer unit, energy consumption is increased.

Spatial-based Clustering: In Ma et al. (2011), an application-
specific and spatial correlated based clustering algorithm for sensor
networks is proposed. The algorithm uses the spatial correlation
between the sensed data of the sensors to build the clusters. The
primary objective of the algorithm is to use the clustering for
efficient data aggregation. In order to select the CHs, the algorithm
uses a weight-based approach. The introduced spatial correlated
weight considers the average spatial distance variance among each
node and its neighbors within a predefined communication range.
This weight has direct relation with spatial correlation of the nodes,
that is, the higher the weight of a node, the higher the spatial
correlation with its neighbors. The nodes with the highest weight
are elected as the CHs (dominators). The non-dominator nodes
(domaintees) join the nearest domiators. To evaluate the perfor-
mance of the algorithm, a pattern recognition scenario over
environmental data is presented in the paper. Using simulation,
the authors show that the algorithm presents a higher degree of
accuracy in terms of information description in aggregated network,
in contrast with other cluster-, tree- and grid-based frameworks.
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Energy Efficient Clustering Algorithm Based on Neighbors (EECABN):
In Wei (2011), a centralized clustering approach based on neigh-
bours status is proposed. In the method, a combined weight for
electing the CHs is introduced which is composed of the following
factors: the distance between the node and the BS, the distance
between the node and its neighbouring nodes within communica-
tion range R, and the residual energy of the node. Accordingly, the
weight is defined as

WðiÞ ¼ EðiÞ hmax

maxðhðiÞ; ϵÞ ∑
jAB

1�dði; jÞ
R

max
EðjÞ
Emax

; ϵ
� � ; ð8Þ

where in node i, E(i), hðiÞ, and R are the residual energy, the distance
to the BS, and the communication range in which other nodes can
communicate to i successfully with enough signal level, respectively,
B is the set of neighbors for i, j is one of the neighbors within R, dði; jÞ
is the distance between i and j, the variable hmax is the distance
between the BS and the farthest node in the network, Emax is the
initial energy, and ϵ is a constant to limit the lower bound of
EðjÞ=Emax or h(i), while a node has a very low residual energy or is
too close to the BS. In the method, the nodes are divided into strong,
with an energy higher than the average energy of all the nodes in
the network (Eave), and weak, with an energy smaller than Eave. The
CHs are elected from the strong nodes as the follows. The BS collects
the information of the nodes, computes the weights and elects the
nodes with the highest weight as the CHs. Isolated CHs are the CHs
with no members. The algorithm enforces these CHs to turn to
regular nodes and join other adjacent clusters. Also, if all the nodes
are weak, the BS elects the CHs among them in the same way. Other
operations are similar to those of LEACH. Simulation results in the
paper show that EECABN outperforms LEACH and HEED, in terms of
the network lifetime. As expected, since EECABN is centralized, it has
the scalability problem. Also, communication with the BS increases
energy consumption.

4.1.2.2. Fuzzy-based algorithms. Recently, fuzzy-logic has been used
by researchers to select the best set of CHs across the network.
Fuzzy logic is usually used to model the human experience and the
human decision making behavior. In fuzzy-logic the input/output
relationship is expressed by a set of linguistic rules or relational
expressions. A fuzzy-logic system consists of four main parts, as
shown in Fig. 11: a fuzzifier, a fuzzy inference engine, a defuzzifier,
and fuzzy rules.

Usually, input data are crisp, so a fuzzification of input data is
required which is performed by fuzzy inference engine that
converts the crisp data into a set of linguistic values. Fuzzy rules
define behaviors of the system. In a reverse manner, defuzzifier
produces crisp data from the results generated by the fuzzy
inference engine. The major problem of fuzzy-logic-based cluster-
ing approaches is their complexity as many messages are to be
exchanged in order to execute the algorithm. Running complex
algorithms by sensor nodes with poor resources dissipates a lot of
energy. In this section, we review the most important approaches
in the area of fuzzy-logic-based clustering.

One of the first major attempts in fuzzy-logic-based clustering
is proposed by Gupta and Sampalli (2005) who try to resolve the

problems of LEACH using fuzzy-logic approach. In this method the
node degree, node residual energy, and node centrality are used as
fuzzy variables. The authors show that using this mixture, the
network lifetime can be improved. In the work, the BS selects the
CHs based on 27 fuzzy rules. The proposed approach is centralized
and suffers from the scalability problem.

Distributed fuzzy-logic-based clustering approach is proposed
in Cluster Head Election mechanism using Fuzzy logic (CHEF) (Kim
et al., 2008a). In this method in every round, each node generates
a random number between 0 and 1. If the number is smaller than a
predefined threshold, the node becomes a tentative CH. There are
two fuzzy descriptors used in CH selection: the residual energy of
each node and local distance. The local distance is the sum of
distances between a node and other nodes within its radius r.

LEACH-FL (Ran et al., 2010) is an improvement on LEACH similar
to Gupta and Sampalli (2005). which uses three descriptors: node
residual energy, node degree and distance from the BS to compute
the chance. Using 27 defined fuzzy rules, the BS selects the nodes
with the higher chance as the CHs. Although this method has the
same drawback as Gupta's method does, it presents better results.
Each of the input functions has three membership functions which
show different degrees of the functions. The defined rules in the
approach are based on the following formula:

Probability¼ ðBattery level� 2ÞþNode densityþð2�distanceÞ: ð9Þ

A fuzzy-logic-based clustering approach is proposed in LEACH-
ERE (Lee and Cheng, 2012b) in which using fuzzy techniques, each
CH is elected based on the residual energy prediction. When the
prediction is performed, the node with the highest predicted
residual energy is elected as the new CH. As shown in Fig. 12,
the inputs of the Fuzzy-logic Inference System (FIS) are the
residual energy and the expected residual energy, and its output
is a CH election probability, called chance.

Energy-aware Clustering Protocol using Fuzzy-logic (ECPF)
(Taheri et al., 2012) is another recent extension on HEED protocol.
ECPF uses fuzzy-logic to achieve an on-demand clustered network.
In ECPF, the node degree and node centrality are used as input
variables of the fuzzy system. The main structure of ECPF is the
same as HEED which is made of three main phases: initialization,
main processing, and finalization. At the beginning of the opera-
tions, each node computes its cost. Then, each node sets a delay
timer proportional to its inversed residual energy value. This means
that the node with the higher residual energy should wait less than
other nodes with a lower energy. After the timer expired, each node
that receives no CH announcement broadcasts a tentative CH
announcement within its cluster range. The nodes can become final
CH if they have the least cost among the other tentative CHs. Finally,
the uncovered nodes elect themselves as final CHs.

There are some other fuzzy-logic clustering approaches that are
listed in the following. In Mhemed et al. (2012), a fuzzy-logic based
clustering approach (FLCFP) is proposed. In FLCFP, three main

Output
Fuzzifier Fuzzy Inference 

engine Defuzzifier

Fuzzy rules

Input

Fig. 11. Fundamental block diagram of fuzzy-logic.
Fig. 12. Computing the CH election probability (chance) using fuzzy-logic (redrawn
from Lee and Cheng, 2012b).
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parameters are used in clustering the nodes as the inputs of the
FIS: the energy level, the distance to the BS, and the distance
between the CH and the node. In another fuzzy-logic-based
clustering approach (Anno et al., 2007) the distance of cluster
centroid and the residual energy of node are used as the inputs of
the fuzzy system. The work is finished without any comparison
between the proposed method and other works. In a similar work
(Siew et al., 2011), the BS considers the energy level and the
distance to the BS to elect the suitable CH. Using this method
prolongs the First Node Dies (FND) time of the network, data
stream is guaranteed for every round and the throughput received
by the BS before FND is increased. In a work (Tashtoush and Okour,
2008) inspired ACE, the Migration Fuzzy Module takes the crisp
values of node's Loyal Followers and Energy Level as an input, and
the output of the defuzzifier process will be the chance of this
node to become the new CH.

4.1.2.3. Heuristic-based algorithms. In the last decade, heuristic-
based clustering approaches have significantly been used by
researchers. These approaches provide a good distribution of the
CHs across the network and offer an energy-efficient network,
by finding the optimal solutions in terms of finding the best
set of the nodes as CHs and best cluster sizes. Different optim-
ization techniques have been used in this regard, including Genetic
Algorithm (GA), Ant and Bee colony, Particle Swarm Optimization
(PSO), Differential Evolution (DE), and Bacterial Foraging Algorithm
(BFA). Each one of these methods uses different parameters in
fitness function to reach their objectives. Clustering belongs to the
class of NP-hard optimization problem and different algorithms have
different performance in solving this problem; however, PSO
algorithm has shown a better performance than other algorit-
hms (Kulkarni and Venayagamoorthy, 2011). In these methods, in
addition to energy efficiency, the convergence time is an impor-
tant metric in performance evaluation. These methods are often
centralized and a powerful node like the BS executes them, because
the global knowledge of the network is needed; however, some
approaches employ them in a distributed manner using agent nodes
along side other regular nodes (Selvakennedy et al., 2007). Generally,
heuristic-based methods have the scalability problem. Some of
valuable works in this area are presented below.

There are some works that utilize GA to form the clusters.
Genetic Clustering Algorithm (GCA) (Mudundi and Ali, 2007) uses a
dynamic approach to form the clusters using GA. The main goal of
GCA is to prolong the network lifetime. The parameters used for
fitness function are the number of CHs and the sum of all distances
of the members to their CHs. In Seo et al. (2009), LA2D-GA has been
proposed in which an optimal cluster formation is presented by
applying GA to the network. The authors show that LA2D outper-
forms LEACH; however, assuming the nodes are location-aware
reduces the applicability of the method. In another method (Kuila et
al., 2013), load-balanced GA-based algorithm is applied to solve the
CH election problem for the equal and unequal load of the sensor
nodes. The fitness function in the paper is considered on the basis of
standard deviation of the CH load in the network. The simulations
performed in the paper show enough performance improvement
over the simple GA. Multi-objective GA-based clustering algorithm
(MOGA) is proposed in Huruiala et al. (2010). The distance between
clusters and the number of transmissions has been considered as
the main metrics in fitness function. The main objectives in MOGA
are maximizing the lifespan and minimizing routing latency. How-
ever, MOGA is centralized and is performed by the BS, so the
method has the scalability problem.

In addition, some works are inspired by biology. A clustering
algorithm based on social insect colonies is proposed in Cheng
et al. (2011). Using social insect colonies structure, the work
achieves a consistent improvement in terms of network lifetime

and sensing coverage. Simulation results show that the algorithm
can reduce the delay of data gathering. A bee-colony-inspired
backbone selection algorithm (BEES) is proposed in AbdelSalam
and Olariu (2012). BEES has four main phases: tiling, backbone
selection, and clustering. First the area around the BS is divided
into hexagonal shapes like a beehive. So, the area is segmented
into six sectors, and each sector into rows. The first row consists of
one hexagon, the second one consists of two hexagons, and so
forth. Afterwards, the BS, which is located at the center of the
beehive, selects six backbones in the first row. The sensors in the
first row select the backbones of the next row, and these opera-
tions are recursively repeated in the entire network. When the
backbone selection is finished, the clusters are formed. In the
paper, some discussion about computing the angles of hexagons
are provided. BEES mitigates many inherent challenges of WSNs,
including localization, clustering and data aggregation. However,
cluster formation in BEES is so complicated. Finally, ant-colony-
based clustering method has been investigated in Kamimura et al.
(2006). At first some nodes with a high rate of the residual energy
are elected as the CHs. Afterwards, the clusters are formed by
random meetings of the regular nodes in a repeated manner.
Meetings among the sensor nodes are performed by local message
exchange. The method is distributed and shows a better network
lifetime than LEACH and HEED.

As another popular heuristic-based clustering algorithm, PSO
has been used in some research to solve the CH election problem.
In Guru et al. (2005), four different PSO-based clustering algo-
rithms are proposed: PSO with Time Varying Inertia Weight
(PSO-TVIW), PSO with Time Varying Acceleration Constants
(PSO-TVAC), Hierarchical PSO with Time Varying Acceleration
Constants (HPSO-TVAC) and PSO with Supervisor Student Mode
(PSO-SSM) for energy aware clustering. Using simulation, the
authors investigate the proposed algorithms in terms of conver-
gence time and node distribution. The paper provides no compar-
ison of energy consumption or network lifetime between the
proposed algorithms and other methods, where they are the key
metrics in WSNs. PSO-C (Latiff et al., 2007) is a centralized PSO-
based clustering method with the objective of minimizing the
intra-cluster distance and optimizing the energy consumption of
the network. The fitness function of PSO-C is composed of f ¼ β �
f 1þðβ�1Þ � f 2 where f1 is the maximum average Euclidean dis-
tance of nodes to their associated CHs and f2 is the ratio of total
initial energy of all nodes to the total energy of the CH candidates.
Simulation results provided in the paper show improvement on
the network lifetime compared to LEACH and LEACH-C. In a recent
method (Bennani and El Ghanami, 2012), a centralized PSO-based
clustering algorithm (PSO-BC) is proposed in which the BS selects
the nodes with energy higher than the average energy of all the
nodes in the network as the CHs. The fitness function used in the
paper is f ðPJÞ ¼ f 1ðPJÞþλf 2ðPJÞ where f1 is the sum of Euclidean
distance between the nodes and their closest CHs and f2 is the sum
of Euclidean distance between the CHs and the BS, and λ is a
coefficient regulating the distance between the CHs and the BS.
The provided simulations in the paper indicate PSO-BC outper-
forms LEACH-C in terms of the network lifetime.

Other methods use other heuristic-based algorithms to form
the clusters. A centralized clustering approach based on the
network energy and Quality of Service (QoS) is proposed in El
Rhazi and Pierre (2009). In the paper, the clustering problem is
modeled as a hypergraph partitioning and the search process is
performed by tabu search heuristic. The approach defines moves
using largest size cliques in a feasibility cluster graph. Some
constrains for clustering are defined in the paper, for example, a
node is called active if it ensures zone coverage. The authors
discussed that in order for a tabu search algorithm to solve a
problem there are five steps that should be managed: the
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algorithm should return an initial solution, a neighborhood should
be defined, the tabu lists, aspiration criteria, and intensification
and diversification methods should be determined. And the
algorithm ends when all possible moves are prohibited by
the tabu list, the maximum number of iterations is reached, or
the maximum number of iterations (when the best solution is not
enhanced successfully) is reached. The authors show that com-
pared to the CPLEX-based, distributed, and simulated annealing-
based methods, the tabu search algorithm based clustering offers
better performance in terms of network lifetime, cluster cost and
execution time. A similar work using tabu search algorithm is
presented in Chamam and Pierre (2009). In the paper, each sensor
node has three states: turned on, turned off and promoted CH. The
work seeks an energy-efficient topology of WSNs under two main
constraints: joint routing and coverage. The authors show that the
problem belongs to the class of NP-Complete problems and
present solutions using a tabu search heuristic algorithm.

4.1.2.4. Compound algorithms. Hierarchical Control Clustering (HCC):
A hierarchical clustering scheme has been proposed in Banerjee
and Khuller (2001). Fig 13 shows the main concept of HCC
architecture. As shown, all the nodes in the network join the
clusters at layer 0. The CHs of layer 0 then constitute a cluster
at layers 1 and 2. In contrast with layer 0, the number of no-
des within layer 2 significantly decreases, and as a result, the
scalability increases. The algorithm has two main phases: tree
discovery and cluster formation. In the tree discovery phase, a
Breadth-First-Search (BFS) tree rooted at the initiator node is
formed. Initiator node is the node that initiates the cluster
formation process. Each node then broadcasts a signal once in
every p units of time, which carries information about its shortest
hop-distance to the root. Other nodes that have received this
signal update their hop-count to the root, if their distance to the
signal is shorter. Doing so, each node can find the best parent
node. Once all the nodes know their parents, the BFS tree is
formed and the routes are denoted so the data can be transmitted
to the BS. HCC conserves stability of network topology, even in
dynamic environments with mobile nodes. Also, HCC is a suitable
approach for applications of large-scale WSNs, because of its
hierarchical architecture.

Algorithm for Cluster Establishment (ACE): ACE (Chan and Perrig,
2004) uses an emergent algorithm in order to form the clusters.
Emergent algorithm is defined as any computation that achieves
formally or stochastically predictable global effects, by communi-
cating directly with only a bounded number of immediate

neighbors and without use of central control or global visibility
(Fisher and Lipson, 1999). As a result, an emergent protocol for a
sensor network emerges as a result of repeated local interaction and
feedback between the nodes. In protocols that employ the emergent
algorithm the operations evolve until the best or optimal response
is achieved. The ACE protocol is composed of two main parts:
spawning and migration. When a node decides to be a new CH it
broadcasts an invitation to all the neighboring nodes within the
desired range (spawning). The node sends this invitation to recruit
its members. Each node that receives this message joins the new
cluster and becomes a follower of the new CH. In migration process,
the clusters are moved to minimize the overlapping between the
clusters. The migration is performed by electing a proper candidate
for the current CH. Each CH periodically checks the members
conditions to find new CHs among them. A node is elected as a
candidate when it has the largest number of followers and its
formed cluster has the minimum overlapping with current cluster.
ACE is terminated in few iterations, regardless of the network
diameter and the number of the nodes.

ACE minimizes the number of formed clusters across the
network by providing the minimum overlapping between the
clusters. It can repair structure damages in the network caused
by node failures and can also integrate new nodes in the network.
However, energy is not considered in the CH selection process of
ACE so the nodes with low residual energy may be selected as new
CHs. The overhead of ACE is high in terms of message complexity,
and because of the migration process, many control messages
should be exchanged in the network.

9Base-station Controlled Dynamic Clustering Protocol (BCDCP):
A centralized clustering approach, called BCDCP, is proposed in
Muruganathan et al. (2005) which uses a high energy BS in
order to form the clusters. The main ideas in BCDCP are the
formation of balanced clusters where each CH serves an
approximately equal number of member nodes to avoid CH
overload, uniform placement of CHs throughout the whole
sensor field, and utilization of CH-to-CH routing to transfer the
data to the BS. In BCDCP it is assumed that a fixed BS is located
far from the sensor field and at the beginning of the operations,
it receives information about the residual energy of all the
nodes in the network. Based on this feedback, the BS first
computes the average energy level of all the nodes, and then
chooses a set of nodes whose energy levels are above the
average as the CHs. The elected CHs are among this set which
have sufficient energy to perform the needed tasks of a head
node. Other nodes with low energy can do other tasks that need
less energy. Hence the BS, by an iterative splitting algorithm,
forms the clusters. This algorithm first splits the network into
two sub-clusters, and proceeds further by splitting the sub-
clusters into smaller clusters. This process is repeated until the
desired number of clusters is achieved.

The second major role of the BS in this protocol is to establish
the multi-hop path among the CHs. Once the clusters and the CH
nodes have been identified, the BS chooses the lowest-energy
routing path and forwards its information to the sensor nodes
along with the details on cluster groupings and selected CHs. The
routing paths are selected by first connecting all the CH nodes
(using the minimum spanning tree approach that minimizes the
energy consumption for each CH) and then randomly choosing one
CH node to forward the data to the BS. This CH is selected
randomly so the task of forwarding the received data is evenly
distributed among all the CHs. Once the data have been received
from all sensor nodes, the CH performs data fusion and transmits
them to the next-hop CH towards the BS. BCDCP has advantages in
electing the CHs and forming the clusters by the BS which resolves
the problem of even distribution of the CHs and the formed
clusters have the equal number of members. However, the main

Fig. 13. An example of a three layered HCC (redrawn from Banerjee and Khuller,
2001).
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problem of BCDCP is that this approach is centralized and thus
suffers from the scalability problem.

Power-Efficient and Adaptive Clustering Hierarchy (PEACH): Using
overhearing characteristics of wireless communications, PEACH
(Kim and Youn, 2005b; Yi et al., 2007) forms the clusters without
additional overhead, supports adaptive multi-level clustering and
can be used for both location-aware and location-unaware WSNs.
This is discussed in the work that most current clustering schemes
dissipate a large amount of energy for re-clustering at fixed period
of time. PEACH tries to solve this problem by adaptive multi-level
cluster formation based on the overheard information of each
sensor node. To do so, a node becomes a CH if it hears a packet
destined for the node. When a node overhears the packet destined
for other nodes it joins the destination node. By simulation, the
authors show that the PEACH protocol significantly outperforms
EEUC (Li et al., 2005b), LEACH and HEED in terms of network
lifetime. Although PEACH eliminates the overhead of re-clustering,
it has some problems. Firstly, the paper does not address the time
synchronization issue of the nodes. If the nodes are asynchronous,
the performance of PEACH is significantly degraded. Thus, PEACH
strictly depends on the nodes synchronization. Secondly, the
energy of the nodes is not considered in the CH election process
so the reliability of PEACH is diminished. Finally, the performance
of PEACH highly depends on the packet loss.

Maximum energy cluster head (MECH): Another improvement
on the LEACH protocol is MECH (Chang and Kuo, 2006). In MECH
all the nodes broadcast a ‘hello’ message to all the nodes within a
predefined transmission range. When the number of the neigh-
bors to a node reaches a predetermined number (CN), the node
broadcasts an announcement demonstrating ‘I am a CH’. This
broadcasting is performed to all the nodes that are one-hop away
from the node. Then the nodes that receive this announcement
record it and start a back-off timer. After the timer expiration, each
node joins the nearest CH based on RSSI. Once the clusters are
formed, the algorithm uses a distance-vector routing to construct
the paths among the CHs to reach the BS. MECH solves some
problems of LEACH: the CHs transmit their data to the BS by multi-
hop, CH election in MECH is based on the node degree and the
approach can decide the number of cluster members. However,
the CH election in MECH is not energy-aware, and also, message
exchange through the CH election and routing phases increases
the load in the entire network.

Energy-efficient and dynamic clustering (EEDC): In Yu et al.
(2007), a dynamic clustering approach has been proposed. In this
method, based on the total power a node has received from all the
neighboring nodes within its radio range, the number of active
nodes is estimated. Then, each node dynamically computes a CH
probability that determines if the node is elected as CH. The
number of clusters and CHs is adjusted dynamically and autono-
mously where each node decides if it is elected as CH, or activates
the clustering update. In addition to the dynamic clustering, an
energy-efficient and power-aware routing protocol (called EEPA) is
proposed in the work. In the multi-hop routing protocol, each pair
of the CHs that participate in the routing are aware of the link and
the nodes energy. The link energy is the necessary energy to
establish a connection between a pair of CHs. The nodes energy is
the current residual energy of the participant CHs in the routing
which is estimated by the CHs. The authors show that the dynamic
clustering approach outperforms the static clustering approaches
like LEACH and HEED.

Another dynamic approach is proposed in Baek et al. (2010),
where in each cluster each sensor node evaluates its relative
energy consumption compared to other nodes in the cluster.
Based upon the relative energy consumption in the current round,
sensor nodes autonomously select a time frame where they will
act as a CH in the next round. In addition, they are conditionally

allowed to switch their CH depending on the signal strength of
their current CH.

Energy-Aware CLustering scheme with transmission power control
for sEnsor networks (EACLE): Another clustering approach is EACLE
(Yanagihara et al., 2007) in which the CHs are elected by a waiting
approach. In fact, EACLE is a clustering method based on 2-hop
neighbor information which is an interesting combination of SPAN
(Chen et al., 2002) and EAD (Boukerche et al., 2003) routing
protocols. First all the nodes wait for T1 seconds, where T1 is a
repetitive decreasing function on the residual energy of the nodes.
When the timer expires, the nodes become CH and broadcast two
packets with different transmission powers: power low and power
high. The nodes that receive this packet in power low range
become members and join the clusters (slave nodes). The nodes
receiving the packet in power high range decide to become a CH or
join the clusters by checking the neighbors list. Since the nodes in
the power low range cannot become CH, so EACLE properly
distributes the clusters across the network. When a node gets
elected as a CH, it sets its timer to a larger value in order to not be
selected as the CH in upcoming round. Thus, the CH role is rotated
among the nodes. Experimental results provided in the paper
show better performance of EACLE over EAD. However, the major
problem of timer-based clustering methods is their dependency on
time synchronization of the nodes. Full synchronization of the
nodes in large-scales is not practically possible; on the other hand,
local synchronization might be achieved by message exchange
that is energy consumer.

Recent compound algorithms: In another work (Deng et al.,
2011), a mobility based clustering (MBC) is proposed, of which
the main factors of CH election are the residual energy and
mobility of the nodes. The links between the CHs and cluster
members are stable during the estimated connection time. After
cluster formation, using TDMA protocol and estimated time
schedule, the data are transmitted to the CH by the regular nodes.
When a node leaves its current cluster, it joins the new cluster by
sending join request to the new CH. By extensive simulations, the
authors show that MBC outperforms LEACH protocol in terms
of better energy consumption and also handles the mobility of
the nodes.

Another work (Dahnil et al., 2012) presents an adaptive
clustering algorithm (TCAC) to increase the network lifetime while
maintaining the required network connectivity. In the proposed
scheme, the CHs adjust their power levels to ensure the optimal
degree of connectivity. The CHs are elected in a competition-based
manner and the nodes with the higher residual energy are elected
as the CHs. When the CHs are elected, they adjust and update their
transmission ranges in order to conserve the desired connectivity.
TCAC presents a well-balanced clusters across the network, and as
a result, the network lifetime is improved. However, periodic
transmission range updating and competition-based CH election
increase the complexity of the algorithm.

EEBCDA (Yuea et al., 2012) is another approach which divides
the network into unequal size rectangular grids and makes CHs
rotate among the nodes in each grid. Firstly, the network is divided
into unequal grids. Then, the nodes with the highest residual
energy are elected as the head of each grid. The node ID breaks the
ties in the case of equal residual energy in the nodes. Other
operations are performed similar to those of LEACH. Network
division into grids in the approach is complicated and increases
the overhead.

In Liao and Qi (2013), a load-balanced clustering (DSBCA) algo-
rithm is proposed. In the method, the clusters are formed based upon
the distance to the BS and density distribution of the sensor nodes.
Accordingly, in the uniform distribution of the nodes, similar to other
unequal clustering methods, the size of the clusters grows up as the
distance between the nodes and the BS is increased. In non-uniform
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distribution, the cluster radiuses are defined by two factors: the
distance to the BS and connectivity density of the nodes. For
example, the cluster radius is larger in the farther areas to the BS
and with lower connectivity density. On the other hand, if the
connectivity density is high, the clusters are smaller, even if the
cluster are far from the BS. Using this method, the authors show that
a significant improvement over traditional clustering algorithms, like
HEED and LEACH, is possible.

LCM (Wang and Chen, 2013) is a Link-aware Clustering
Mechanism for WSNs in which the CHs are elected by evaluating
the status of the nodes and the condition of links. The paper
introduces a metric, called predicted transmission count (PTX),
to evaluate the candidate conditions. Finally, the nodes with
the highest priority are elected as CHs. The PTX represents the
capability of a candidate for persistent transmission to a specific
neighboring node. The work considers the transmit power, resi-
dual energy, and link quality to derive the PTX of CH candidates.
A large PTX indicates a high chance of becoming a CH.

Energy-Efficient and Distance-based clustering (EEDC) is another
approach proposed in Afsar and Tayarani-N (2014) in which two
criteria are defined for CH election: local competition and distance
condition. In the local competition criterion, the nodes compete
with one another in a predefined range (Rcomp) to select the nodes
with the highest residual energy as the CH candidates (CCH). When
a proper set of nodes is selected as the CCHs, the algorithm checks if
the selected CCHs have enough distance to one another, so the CHs
are distributed evenly across the network. The CCHs with a greater
(or equal) distance than a threshold distance, Dthr, are selected as
new CHs. Using this hybrid makes EEDC energy-efficient, distrib-
uted, and simple enough to be implemented in real systems. After
CH selection, the CHs gather the data of the regular nodes,
aggregate them and periodically send them to the BS in a multi-
hop manner. In order to discover the paths in routing phase of
EEDC, the BS broadcasts a “hello” message to all the nodes in the
network. Having received this message, each CH calculates its
distance to the BS, produces a cost proportional to its distance,
adds this cost to the message and forwards them to all the nodes
within its transmission range. When a CH receives this message
from another CH, it checks if its cost to the received CH is less than
the cost through the direct link to the BS or other previously
received CHs. If yes, it selects the received CH as next-hop node,
otherwise, ignores the message. When each pair of the nodes know
their cost, some shortest paths algorithms, like bellman-ford, are
used. Simulation results in the paper show that EEDC can well
outperform basic clustering approaches (LEACH and HEED).

Discussion: As reviewed, most of recent clustering algorithms
are deterministic (Ma et al., 2011; Wei, 2011; Kim et al., 2008a;
Ran et al., 2010; Lee and Cheng, 2012b; Taheri et al., 2012;
Mhemed et al., 2012; Anno et al., 2007; Siew et al., 2011;
Tashtoush and Okour, 2008; Kulkarni and Venayagamoorthy,
2011; Selvakennedy et al., 2007; Mudundi and Ali, 2007; Seo
et al., 2009; Kuila et al., 2013; Huruiala et al., 2010; Cheng et al.,
2011; AbdelSalam and Olariu, 2012; Kamimura et al., 2006; Guru
et al., 2005; Latiff et al., 2007; Bennani and El Ghanami, 2012; El
Rhazi and Pierre, 2009; Chamam and Pierre, 2009; Banerjee and
Khuller, 2001; Chan and Perrig, 2004; Fisher and Lipson, 1999;
Muruganathan et al., 2005; Kim and Youn, 2005b; Yi et al., 2007;
Li et al., 2005b; Chang and Kuo, 2006; Yu et al., 2007; Baek et al.,
2010; Yanagihara et al., 2007; Boukerche et al., 2003; Dahnil et al.,
2012; Yuea et al., 2012; Liao and Qi, 2013; Wang and Chen, 2013;
Afsar and Tayarani-N, 2014). It means that the robust clustering is
increasingly gaining more popularity than simple approaches
(random). Deterministic approaches are energy-aware, robust,
adaptive, and more reliable. However, they increase the overhead
of the algorithm, in terms of the message exchange and time. Also,
this group has a major problem: since the CHs are elected based on

some constant metrics, the CH rotation is not performed as well as
random approaches, typically known as the load-balancing pro-
blem. Thus, the total network lifetime is probably affected and
diminished. The CH election in such approaches is performed
based upon some local information of the nodes, such as the
residual energy, proximity to neighbors, and node degree or
umber of the neighbors. Considering the proximity or node degree
as the metric in CH election, since the nodes are usually stationary,
such metrics are constant until the death or movement of the
neighbors (unwanted movements due to environmental causes,
e.g. storm, are possible). Thus, the nodes with a high value of the
metrics are elected as CHs for consequent rounds, so they die at a
faster rate. Note that in the approaches that consider the residual
energy beside other metrics, this problem is less intense, but still
exists. Among the deterministic algorithms, fuzzy-logic- and
heuristic-based methods, albeit, provide the optimal solutions in
terms of the best CHs or size of the clusters, which significantly
increase the overhead of the network (message and time). On the
other hand, weight-based and compound clustering algorithms,
which are executed in a distributed manner, are more suitable in
many applications of WSNs. The iterative- and competition-based
clustering algorithms' performance highly depends on the net-
work diameter and packet loss. Among the deterministic methods,
DWEHC, HCC, ACE, BCDCP, and EACLE are the most valuable
protocols. In general, deterministic approaches miss the simplicity
and produce more overhead compared to the random clustering
algorithms. On the other hand, they present more reliability and
robustness as they consider the nodes conditions. Finally, the main
idea of PEACH, which is to eliminate the overhead of re-clustering,
is interesting and introduces novel aspects in clustering.

4.1.3. Preset clustering algorithms
In addition to the mentioned approaches, a few algorithms

consider the CHs or clusters that can be elected or pre-assigned
before node deployment. We call these methods preset appr-
oaches. Basically, preset approaches have a major problem: since
the clusters are formed based on the information loaded in the
nodes before deployment, these approaches are not dynamic and
do not consider the network and nodes conditions. Consequently,
if the conditions of the network are inconsistent with the expected
assumptions, it leads to a worse performance. Therefore, most of
current protocols utilize dynamic cluster formation and preset
approaches are limited to some specific-applications. In the
following, some preset approaches are surveyed.

4.1.3.1. GS3. A distributed algorithm for scalable self-configuration
and self-healing (GS3) multi-hop WSN is proposed in Zhang and
Arora (2003). The algorithm enables network nodes in a 2D plane
to configure themselves into a cellular hexagonal structure, where
the cells are tightly bounded geographic radius and the overlap
between neighboring cells is low. This structure is depicted in
Fig. 14. In the paper, two types of nodes are defined: big and small.
The big nodes are responsible for cell formation. One of the big
nodes starts the clustering process by selecting the heads of
neighboring cells which in turn select their neighbors and so on.
The unselected members become cell members. Upon their
selection cell heads relocate to the centers of their cells and start
establishing their neighboring cells by selecting their heads. The
process is repeated until no more cells could be added. In GS3, it is
assumed that the nodes are geography-aware. In organizing the
nodes into cells, the authors say that in practice, a system may not
be able to organize itself into cells with exactly the ideal radius R
due to the discrete node distribution. However, the deviation of
the actual radius from R still needs to be small enough, and be a
function of node distribution density. GS3 handles the scalability
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problem in WSNs. Also, the self-healing capabilities of GS3 help it
to manage the dynamic networks with mobile nodes.

4.1.3.2. Position-based aggregator node election protocol
(PANEL). Another clustering approach is PANEL (Buttyan and
Schaffer, 2007; Buttyán and Schaffer, 2010), the main objective
of which is to support reliable and persistent data storage
applications, like TinyPEDS (Girao et al., 2007). PANEL assumes
that the sensor nodes are deployed in a bounded area partitioned
into geographical clusters. Clustering is performed before the
deployment of the network, and each sensor node is pre-loaded
with the geographical information of the cluster to which it
belongs. The operations in PANEL are divided into some epochs.
At the beginning of each epoch, a reference point is computed in a
distributed scheme. This computation can be performed by each
node independently and locally. Afterwards, the closest node to
the reference point is elected as CH (aggregator) and other nodes
join the CH. PANEL uses a position-based routing method for inter-
CH routing which is used for routing the messages from a distant
aggregator towards the reference point of a given cluster. When a
message is received by nodes in a particular cluster, the nodes
route and forward the received message to the CH by intra-cluster
communications. The authors believe that PANEL can be
integrated with any position-based routing algorithm (in the
paper, Greedy Perimeter Stateless Routing (GPSR), Karp and
Kung, 2000, is used). The simulation results performed by the
authors indicate that PANEL can outperform LEACH and HEED
significantly. However, cluster formation in PANEL is complicated
which might lead to a higher energy consumption.

4.1.3.3. Energy efficient deployment and cluster formation (EEDCF).
In another work (Kaur and Baek, 2009), a grid-based approach for
CH election (EEDCF) is proposed. Unlike conventional clustering
algorithms, the paper considers three facts: the sensor nodes are not
required to be deployed in a square field, some nodes can have more
energy than other nodes (heterogeneous network), and the nodes
can have different residual energy in different times according to
their tasks. The approach has three main phases: the deployment,
set-up, and steady-state phases. The nodes are deployed based on a
grid-based methodology in which first some nodes with higher
power and wider ranges are deployed, and then other regular nodes
are located based on the location of the richer nodes. Each rich
node in the center of grids plays the role of CH in the network and
other regular nodes join the nearest CH. Afterwards, the data are
gathered, aggregated and transmitted to the BS. The authors show
that EEDCF improves the network lifetime. The assumptions in
the paper limit the applicability of the approach, including the
heterogeneity and pre-defined location of the nodes.

4.2. Unequal-sized clustering algorithms

Another clustering method is unequal one. Typically in unequal
clustering, based on the distance between the nodes and the BS,
the size of clusters is variable. That is, the closer clusters to the BS
may be smaller than farther ones. The main reason is that the CHs
located in the vicinity of the BS should relay more data than
farther CHs, consequently the energy of them is dropped in a
faster rate. This problem is typically known as the hot spot
problem. To even the load, it is better that the closer clusters to
the BS be smaller in size (it means that these clusters have a
smaller number of members). The smaller the number of cluster
members, the smaller the rate of intra-cluster energy consump-
tion. Thus, such CHs could save more energy for relaying the data
received from farther clusters. This is the basic idea behind all the
unequal based approaches. This topic was first discussed by Soro
and Heinzelman (2005). Similar to the equal-sized clustering
approaches, the unequal-sized clustering approaches may be
divided into probabilistic and deterministic, based on their CH
selection algorithm. In the following, we first review the two
major and initiative approaches proposed in Soro and Heinzelman
(2005) and Li et al. (2005b), in detail, and then we move to other
approaches with minor focus.

4.2.1. Preset unequal clustering algorithms
4.2.1.1. Unequal clustering scheme (UCS). The main idea of UCS
(Soro and Heinzelman, 2005) is to form adaptive clusters based
on their distance to the BS. Accordingly, the closer clusters to the
BS are smaller than the farther ones. Fig 15 depicts the architecture
of UCS. In UCS, it is assumed that the CHs are rich in the energy
supply (heterogeneous network). And also, the CHs are located at
the center of each cluster, so the method belongs to the preset
clustering methods. For the sake of simplicity, the authors consider
a pie shaped sense area at the center of which the BS is located.
The formed clusters in the same layer have the same size and the
CHs send the data to the BS via a two-hop path.

Compared to equal-sized clusters, UCS more fairly balances the
load among the clusters. Also, UCS more extends the network
lifetime compared to equal-sized clustering. However, some
assumptions in UCS make it unpractical in real applications, like
the CHs are located at the center of the clusters, the CHs are rich in
power compared to other nodes and are located at predetermined
locations.

4.2.2. Probabilistic unequal clustering algorithms
4.2.2.1. Energy-efficient unequal clustering mechanism (EEUC). Another
major unequal clustering approach is EEUC (Li et al., 2005b; Chen
et al., 2009) in which based on the distance to the BS an unequal
clustering is proposed. In EEUC, the size of the clusters is set to be
proportional to their distance to the BS, where the closer clusters to
the BS are smaller than the farther ones. The assumptions in EEUC are
more realistic than in UCS. For example, in this method, unlike the
UCS, the BS is located outside of the field, and there is no need for the
CHs to be located at the center of the clusters. In EEUC, the CHs are
elected based on a competition. First some tentative CHs are elected
from the regular nodes with a probability equal to T. In order to save
more energy, the nodes that fail to be the tentative CHs, stay in the
asleep mode until the CH election process finishes. Different
competition ranges are used in order to achieve unequal clustering.
A tentative CH is elected as final CH, only if it has greater resi-
dual energy than other nodes in its competition range. A greedy
geographic and energy-aware routing protocol is also designed for the
inter-cluster communication in UCR (Unequal Cluster-based Routing)
(Chen et al., 2009) by the same authors, which considers the trade-off
between the energy cost of relay paths and the residual energy of

Fig. 14. Cellular hexagonal structure of the GS3 protocol (redrawn from Zhang and
Arora, 2003).
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relay nodes. EEUC uses the following equation for the competition
ranges:

Rcomp ¼ 1�c
dmax�di;BS
dmax�dmin

� �
R0
comp; ð10Þ

where c is a constant between 0 and 1, dmax and dmin are the
maximum and minimum distances to the BS, respectively, and Rcomp

0

is the initial cluster range used in the farther areas from the BS. In
equation (10), c is the basic metric in changing the competition
range. For example, if c¼ 1=3, Rcomp varies from 2=3R0

comp to Rcomp
0 .

However, EEUC has some defects: firstly, defining the optimum
value of c is not easy, specially in large-scale WSNs. Secondly,
competition-based CH election increases the overhead of the
network, particularly in larger competition ranges (farther areas
from the BS). Thirdly, the introduced multi-hop routing scheme in
Chen et al. (2009) is complicated, and more importantly,
broadcasting the beacon messages by the CHs results in more
energy consumption than conventional shortest path mlti-hop
approaches. Fig 16 makes an overview on the EEUC architecture.

PRODUCE (Kim et al., 2008b) is another unequal clustering
approach which uses a semi-centralized approach to form une-
qual clusters. Since the attenuation in wireless communications has
direct relationship with the distance between the sender and
receiver, the main idea behind PRODUCE is to keep the distance
among the CHs smaller than a threshold (dcross). First, the network is
divided into some levels based on the node's distance to the BS, then
the BS propagates the CH probabilities proportional to each level.
The broadcast information via the BS includes the number of levels
and the CH probability of the last layer (Pcross). The CH probability of
each level varies between Pcross and Pmax (the CH probability of the
nodes in level 1). Having received these information, each node
computes its probability. The CH probability in PRODUCE assures
that the nodes located in the vicinity of the BS have a higher
probability to become CH, on the other hand, this probability for
farther nodes from the BS is smaller. As a result, the size of clusters
becomes larger as the distance to the BS grows and the load is
balanced among the CHs. PRODUCE suffers from the scalability
problem, because dividing the network into levels and computing
the CH probabilities is performed in a centralized manner.

Energy-Efficient Distributed Unequal Clustering (EEDUC) is pro-
posed in Lee et al. (2008) which is an extension on EEUC.
In this method, each sensor node sets a waiting time that is

considered as a function of the number of neighboring nodes and a
random number. EEDUC uses waiting time to distribute the CHs
across the network. Similar to the previous mentioned approaches, in
order to generate the unequal clusters, different competition ranges
are applied. Similarly, unequal competition ranges are defined based
upon nodes' residual energy and their distance to the BS.

Another unequal clustering is Energy-Balancing Unequal Clus-
tering Protocol (EB-UCP) (Yang and Zhang, 2009) which uses a
probability-based CH electionwhere the closer nodes to the BS have
higher probability to be elected as the CHs. Using this, the energy is
more uniformly balanced among the nodes. In EB-UCP, the network
is divided into some layers, and the nodes of each layer have their
own probability of CH election. In general, the nodes in the layers
closer to the BS have higher probabilities to be elected as CH. The
probability of getting elected as tentative CHs is computed as

pi ¼ pminþ
k� j
k�1

� ðpmax�pminÞ; ð11Þ

where pmax and pmin are the CH probability of the first and k-th
layer, respectively, and j is the layer of node i. Each node elects itself
as a tentative CH based on Eq. (11). Afterwards, the tentative CHs
with the higher residual energy are elected as new CHs. However,
like PRODUCE, EB-UCP uses a centralized approach for dividing the
network into some levels, so it has the scalability problem. Also,
some important information about the system model used in this
method have not been cleared in the paper, including time
synchronization and mobility of the nodes.

An Energy-efficient Clustering (EC) solution is proposed in
Wei et al. (2011b) which determines suitable cluster sizes depend-
ing on the hop distance to the BS, while achieving approximate
equalization of node lifetimes and reduced energy consumption
levels. The purpose of the EC algorithm is to determine a prob-
ability value, called pi, to equalize and reduce energy consumption
levels in the network. The energy equalization objective is to
ensure that the network has similar lifetime values at different
hop distances from the BS. In this method the probability of a
sensor in region Ri becoming a CH is approximated as

pi ¼
1

πr2i σ
-ri ¼

ffiffiffiffiffiffiffiffiffiffiffi
1

πσpi

s
; ð12Þ

where ri is the radius of the circular sub-region, and σ is the node
density. The paper uses an iterative-based approach to solve the
corresponding value of pi. As a conclusion, the authors show that the
nodes that are closer to the BS, have higher probability pi than the
farther ones. Similar to other unequal clustering approaches, the closer
clusters to the BS are smaller, and the network lifetime of all clusters is
balanced. The paper also proposes a multi-hop data collection
approach. EC is compared to HEED and UCR and experiments suggest
that it outperforms them in terms of the network lifetime.

BS

CH1

CH2

Layer 1Layer 2

Fig. 15. Voronoi diagram of cluster formation in two layers around the BS.

Fig. 16. An overview on the EEUC architecture (redrawn from Li et al., 2005b).
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Location-based Unequal Clustering Algorithm (LUCA) (Lee et al.,
2011) is another unequal clustering approach. In LUCA, each CH
has a different cluster size based on its distance to the BS. In order
to minimize the energy consumption of the network, LUCA forms
the larger clusters farther from the BS. Initially, all the nodes set a
back-off timer with a random value. The nodes that have not
received any CH advertisement elect themselves as the CH and
advertise their new status to their neighbors. LUCA assumes that
the nodes have information about their distance to the BS through
a GPS device, so the CHs can self-organize unequal-sized clusters
regarding their distance to the BS. However, assuming the nodes
are location-aware makes LUCA unpractical for many applications.

A distributed unequal clustering protocol, called Energy-Aware
Distributed Unequal Clustering (EADUC), has been proposed in Yu
et al. (2011). EADUC is designed to support both the homogeneous
and heterogeneous networks. The cluster formation in the protocol
is performed in three sub-phases: collecting neighbors information,
CH competition, and cluster formation. Each node waits for a
predefined time and if it receives no head announcement,
it broadcasts its status as head to all the nodes within cluster range.
In order to form unequal clusters, the competition range is varied.
Uneven competition ranges are achieved based upon weighted
function of the residual energy and the distance to the BS. However,
this is unknown how the weighting factors are determined.

An unequal version of LEACH is found in Ren et al. (2010).
Firstly, the BS broadcasts a distance matrix throughout the net-
work such that all the nodes can receive it. The distance matrix
contains the distance between each pair of the nodes in the
network. The BS builds this matrix by broadcasting ‘hello’ message
within the network and receiving the report messages from the
nodes. Using this matrix the nodes can adjust their transmission
power. Then the CHs are elected based on a modified version of
LEACH CH election's probability. In the new probability, the
residual energy and distance to the BS is included. However,
constructing the distance matrix by the BS needs many message
exchange and increases energy consumption.

Energy-Balancing unequal Clustering Approach for Gradient-
based routing (EBCAG) (Liu et al., 2012) approach uses the hop-
count to control the distribution of CHs. Each node maintains a
gradient value that is defined as its minimum hop-count to the BS.
Candidate CHs are randomly picked for each gradient value. The
data gathered from the cluster members follow the direction of
descending gradient to reach the BS. The size of a cluster is
determined by the gradient value of its CH which is estimated
based upon the received data from the nodes with a higher
gradient. EBCAG has two problems: first, the CHs are elected
randomly. Second, it is assumed that all the nodes of gradient i are
within the communication range of all the nodes with gradient
iþ1, which is not generally the case.

An unequal clustering version of HEED is proposed in UHEED
(Ever et al., 2012). In UHEED, the authors try to avoid death of the
CHs that are closer to the BS. The main contribution of UHEED is to
modify the competition range of the HEED protocol to achieve the
unequal clusters. Different competition ranges are defined based
on Eq. (10). UHEED conserves the limitations of HEED.

4.2.3. Deterministic unequal clustering algorithms
Multi-hop Routing Protocol with Unequal Clustering (MRPUC)

is another unequal clustering (Gong et al., 2008). MRPUC uses
three factors to balance the energy of nodes; first, it elects the
nodes with greater residual energy as CHs, where clusters closer to
the BS are smaller so the energy is preserved during intra-cluster
communication. Second, when regular nodes join the clusters, in
addition to the distance to the CH, they consider the residual
energy of the CHs. And third, the CHs select the nodes with

minimum energy consumption as relay nodes and maximum
residual energy for forwarding the data. In order to vary the
competition ranges, a modified version of Eq. (10) is used.

Partition Energy Balanced and Efficient Clustering Scheme
(PEBECS) has been proposed in Wang et al. (2009). PEBECS divides
the network into several equal-sized partitions, and each partition
into some unequal clusters. As mentioned earlier in the previous
unequal approaches, PEBECS have smaller clusters that are closer
to the BS, and larger clusters in the farther areas from the BS. The
CH election in PEBECS is performed by a heuristic algorithmwhich
includes the node degree and location of the nodes as its main
criteria for CH election.

Energy Aware Fuzzy Unequal Clustering (EAUCF) (Bagci and
Yazici, 2010, 2013) uses a fuzzy-based approach to generate the
unequal clusters. EAUCF adjusts the CH radius with respect to the
residual energy and the distance to the BS. The work utilizes fuzzy-
logic to handle the uncertainties in the CH radius estimation. First
the tentative CHs are elected via a probabilistic approach as
follows. Each node produces a random number between 0 and
1 and then compares it to a predefined threshold T. If the node
finds its number less than T, it elects itself as a tentative CH. Then,
the tentative CHs with higher residual energy are elected as the
final CHs. The competition radius of each tentative CH in EAUCF
changes dynamically, because EAUCF uses residual energy and
distance to the BS to calculate the competition radius. Fuzzy input
variables used in EAUCF are the distance of the nodes to the BS and
the node residual energy.

4.2.3.1. Discussion. Although both equal-sized and unequal-sized
clustering try to improve the network lifetime, the design
challenge in these methods is basically different. In order to
solve the hot spot problem, unequal clustering mechanisms
attempt to form more clusters with smaller sizes in the vicinity
of the BS. As mentioned earlier, in multi-hop sensor networks, this
helps these CHs save some energy for relaying the received data
from farther clusters to the BS. Accordingly, unequal protocols
should speculate an approach to modify the uniform distribution
of the CHs across the network. The main factor in unequal
clustering is the proximity to the BS. Many approaches, such as
PRODUCE, EB-UCP, and EBCAG, adopt to use a tracked or leveled
network in which they try to form unequal clusters in each track
or level. These methods often have the scalability problem,
because their tracking is performed in a centralized manner (by
the BS). Other approaches typically use different competition
ranges in order to vary the cluster sizes, such as EEUC, EEDUC,
and UHEED. In these methods, the nodes' information are used to
vary the competition ranges, including the residual energy and the
location of the node. However, the overhead of competition in
these methods is high. Among the reviewed protocols, UCS, EEUC
(UCR), EC, and EBCAG are the best unequal clustering designs.

5. Comparison

In this section, we compare the reviewed clustering approaches.
We perform comparison in three main groups. We first list the
clustering approaches that are the first attempts and present
specific innovations in clustering, in Table 2. Then, since a signifi-
cant number of clustering algorithms in WSNs are inspired from
LEACH, we individually compare LEACH and its extensions, in
Table 3. Finally, a comprehensive comparison on the presented
clustering approaches is brought in an organized manner based on
equal- and unequal-sized clustering, in Tables 4 and 5.
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6. Conclusion and future work

WSNs are composed of hundreds or thousands of sensor nodes
that are randomly dispersed in harsh environments. Due to the limited
access to the nodes, self-organization and topology management are
essential characteristics in these networks (Younis et al., 2014). More
importantly, sensor nodes are drastically energy constrained so that
preserving the energy is one of the most important challenges in
WSNs. Researchers have proposed many algorithms to solve these
challenges. One of the best and popular solutions is to cluster WSNs.

Clustering the nodes is a popular two-layered hierarchical
architecture in which the regular nodes form the first layer, and
the CHs constitute the second layer. In a clustered network, the
CHs gather and aggregate the data from regular nodes. Then, these
data are transmitted to the BS, usually through a multi-hop
path among the CHs. Many objectives are pursued in clustering
the nodes, including energy-efficiency, fault-tolerance, and topol-
ogy management (see Fig. 2); nonetheless, the most important
advantage of hierarchical clustering is that they distribute the
management tasks among the CHs. In general, it is shown that a
clustered WSN is more energy-efficient than non-clustered ones
(Noori et al., 2011).

In this paper, we presented a comprehensive and state-of-the-art
survey on the clustering approaches. First, we explained the

clustering problem and its applications, objectives and character-
istics. Then we reviewed and classified the most important cluster-
ing approaches and their extensions. In our classification, we divided
the clustering algorithms into two major categories: equal-sized
and unequal-sized clustering algorithms. We have limited ourselves
to this general category, in order to comprehensively cover the
clustering methods from the architecture point of view. Although
both methods generally try to improve the lifespan of the network,
the main design challenge in these methods is basically different.
Equal-sized clustering has been designed to from equal-sized, well-
distributed clusters with relatively minimum overlapping. Unequal-
sized clustering methods, on the other hand, try to evenly balance
the traffic load among all the CHs. Subsequently, each of these
categories is divided into probabilistic, deterministic, and preset
approaches, based on their CH election algorithms.

The probabilistic clustering approaches have gained the most
popularity in WSNs, because of their advantages in simplicity, low
overhead, high energy-efficiency, and fast convergence. We have
divided probabilistic approaches into random and hybrid methods.
LEACH is the most famous random clustering method that has
arose many challenges for researchers. The best extensions on
LEACH are TEEN, PEGASIS, EECS, and TL-LEACH. Table 3 provides a
comparison between LEACH and its extensions. Although random
approaches are simple with an overhead near optimal, they are not

Table 2
Comparison of the first attempts clustering approaches.

Protocol Ref. Innovation

LEACH Heinzelman et al. (2000) Random clustering
LEACH-C Heinzelman et al. (2002) Centralized clustering
TEEN Manjeshwar and Agrawal (2001) Reactive-based clustering
HCC Banerjee and Khuller (2001) Hierarchical (multi-layered) clustering
PEGASIS Lindsey and Raghavendra (2002) Chain-based clustering
GS3 Zhang and Arora (2003) Cellular hexagonal-based clustering
ACE Chan and Perrig (2004) Emergent-based clustering
FLOC Demirbas et al. (2004) Range-based clustering
HEED Younis and Fahmy (2004a) Hybrid clustering
DWEHC Ding et al. (2005) Weight-based clustering
Gupta et al. Gupta and Sampalli (2005) Fuzzy-logic-based clustering
UCS Soro and Heinzelman (2005) Unequal clustering
MOCA Youssef et al. (2006) Overlapping clustering
PEACH Yi et al. (2007) Adaptive/multi-level clustering

Table 3
Comparison of LEACH-based clustering protocols.

Protocol Ref. Method Cluster
count

Inter-cluster
topology

CH election Mobility Location
awareness

Load
balancing

Node type Nature

LEACH Heinzelman et al. (2000) Distributed Variable Direct Random Stationary Not required Good Homogeneous Proactive
LEACH-C Heinzelman et al. (2002) Centralized Variable Direct Deterministic

(by BS)
Stationary Not required Good Homogeneous Proactive

TEEN Manjeshwar and Agrawal
(2001)

Distributed Constant Multi-hop Random Stationary Not required Good Homogeneous Reactive

APTEEN Manjeshwar and Agrawal
(2002)

Centralized Variable Multi-hop Deterministic
(by BS)

Stationary Not required Moderate Homogeneous Reactive/
proactive

PEGASIS Lindsey and Raghavendra
(2002)

Distributed Variable Multi-hop Random Stationary Required Moderate Homogeneous Proactive

CCS Jung et al. (2007) Distributed Variable Multi-hop Random Stationary Required Not good Homogeneous Proactive
Deterministic Handy et al. (2002) Distributed Variable Direct Hybrid Stationary Not required Good Homogeneous Proactive
SEP Smaragdakis et al. (2004) Distributed Variable Direct Hybrid Stationary Not required Good Heterogeneous Proactive
TL-LEACH Loscri et al. (2005) Distributed Variable Multi-hop Random Stationary Not required Moderate Homogeneous Proactive
EECS Li et al. (2005a) Distributed Variable Direct Hybrid Stationary Not required Moderate Homogeneous Proactive
EDACH Kim and Youn (2005a) Distributed Variable Direct Hybrid Stationary Not required Good Homogeneous Proactive
CMEER Kang et al. (2007) Distributed Variable Multi-hop Hybrid Stationary Not required Moderate Homogeneous Proactive
TCCA Selvakennedy and

Sinnappan (2007)
Distributed Variable Multi-hop Hybrid Stationary Not required Good Homogeneous Proactive

LEACH-DT Kang and Nguyen (2012) Distributed Variable Multi-hop Hybrid Stationary Not required Good Homogeneous Proactive
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Table 4
Comparison of equal-sized clustering algorithms.

Protocol Cluster Properties CH Properties Clustering Process

Cluster
size

Cluster
count

Intra
com.

Inter
com.

Mobility Node type Role Method Objectives CH Election Alg.
Complexity

Nature Dynamism

LEACH (Heinzelman et al., 2000) Equal Variable 1-hop 1-hop Stationary Homogeneous Relay/
aggregation

Distributed Max Lifetime Random Constant Proactive Static

LEACH-C (Heinzelman et al.,
2002)

Equal Variable 1-hop 1-hop Stationary Homogeneous Relay/
aggregation

Centralized Max Lifetime Deterministic (by
BS)

Constant Proactive Static

CLUBS (Nagpal and Coore, 1998) Equal Constant 2-hop k-hop Movable Homogeneous Relay/
aggregation

Distributed Management & scalability Random Variable Proactive Static

EEHC (Bandyopadhyay and Coyle,
2003)

Equal Variable k-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max lifetime Random Variable Proactive Static

FLOC (Demirbas et al., 2004) Equal Variable 2-hop 1-hop Movable Homogeneous Relay/
aggregation

Distributed Scalabiity & fault-tolerance Random Constant Proactive Static

MOCA (Youssef et al., 2006) Equal Variable k-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Overlapping & connectivity Random Constant Proactive Static

CCN (Shigei et al., 2010) Variable Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max Lifetime Random Constant Proactive Static

HEED (Younis and Fahmy, 2004a) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max Lifetime Hybrid Constant Proactive Static

ExHEED (Huang and Wu, 2005) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max Lifetime Hybrid Constant Proactive Static

CAWT (Wen and Sethares, 2005) Equal Variable 2-hop k-hop Stationary Homogeneous Aggregation Distributed Max lifetime & Connectivity Hybrid Constant Proactive Static
ACDA (Wen, 2013) Equal Variable 1-hop k-hop Stationary Homogeneous Aggregation Centralized Connectivity & stabilized

topology
Hybrid Constant Proactive Static

EEMC (Jin et al., 2008) Equal Variable k-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max lifetime & reduced
delay

Hybrid Variable Proactive Static

DWEHC (Ding et al., 2005) Equal Variable k-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max Lifetime Weight-based Constant Proactive Static

TASC (Virrankoski, 2005) Equal Variable 2-hop k-hop Stationary Homogeneous Aggregation Distributed Max lifetime Weight-based Variable Proactive Static
Spatial-clustering (Ma et al.,

2011)
Equal Variable 2-hop N/A N/A Homogeneous Aggregation Distributed Aggregation/fusion Weight-based Constant Proactive Static

EECABN (Wei, 2011) Equal Variable 1-hop 1-hop Stationary Homogeneous Aggregation Centralized Max lifetime Weight-based Constant Proactive Static
Gupta and Sampalli (2005) Equal Variable 1-hop 1-hop Stationary Homogeneous Relay/

aggregation
Centralized Max lifetime Fuzzy-based Constant Proactive Static

HCC (Banerjee and Khuller, 2001) Equal Variable k-hop k-hop Movable Homogeneous Relay/
aggregation

Distributed Management & scalability Compound Variable Proactive Dynamic

ACE (Chan and Perrig, 2004) Equal Variable k-hop 1-hop Movable Homogeneous Relay/
aggregation

Distributed Scalabiity & load balancing Compound Constant Proactive Static

BCDCP (Muruganathan et al.,
2005)

Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Centralized Max lifetime Compound (by
BS)

Constant Proactive Static

PEACH (Yi et al., 2007) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max lifetime Compound Variable Proactive Dynamic

EEDC (Yu et al., 2007) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Max lifetime Compound Variable Proactive Dynamic

EACLE (Yanagihara et al., 2007) Equal Variable 2-hop k-hop Stationary Homogeneous Aggregation Distributed Connectivity & scalability Compound Variable Proactive Static
MBC (Deng et al., 2011) Equal Variable 1-hop k-hop Mobile Homogeneous Relay/

Aggregation
Distributed Max lifetime & stabilized

topology
Compound Constant Proactive Dynamic

TCAC (Dahnil et al., 2012) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
Aggregation

Distributed Max lifetime & connectivity Compound Constant Proactive Static

EEBCDA (Yuea et al., 2012) Equal Variable 1-hop 1-hop Stationary Homogeneous Relay/
Aggregation

Distributed Max lifetime Compound Constant Proactive Static

DSBCA (Liao and Qi, 2013) Equal Variable 1-hop k-hop Stationary Homogeneous Aggregation Centralized Max lifetime & load-
balancing

Compound Constant Proactive Static

LCM (Wang and Chen, 2013) Equal Variable 1-hop k-hop Stationary Homogeneous Relay/
Aggregation

Distributed Max lifetime & reduced
delay

Compound Constant Proactive Static
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very reliable, in terms of the form of clusters and energy
consideration in CH election. Furthermore, many traditional
random-based clustering approaches use direct communication
with the BS, instead of multi-hop communication. To address
these shortcomings, hybrid methods have been employed in
which a mixture of probability and some other metrics, including
the residual energy or node degree, is utilized in order to form
more balanced clusters. The most popular hybrid approach is
HEED. Hybrid methods are usually iterative-based (Younis and
Fahmy, 2004a), timer-based (Selvakennedy and Sinnappan, 2007)
or competition-based (Ye et al., 2005). This makes the clustering
algorithm more complicated compared to the random approaches,
in terms of message and time complexity. Therefore, this depends
on the application to tell which approach is suitable. We believe
that the literature lacks a study that evaluates the extra overhead
incurred by hybrid approaches and compares it with the amount
of gained energy. Also, an important problem in previously
published works is that most of them have not considered the
dissipated energy during CH election and cluster formation. This
makes the simulation less accurate in evaluating the performance.

On the other hand, deterministic clustering algorithms use a
non-probabilistic method and certain metrics to elect the CHs. We
have divided this group into four sub-groups: weight-based,
fuzzy-logic-based, heuristic-based, and compound approaches.
The most important advantage of deterministic methods is that
they are more reliable than probabilistic approaches as the size
and number of clusters, the energy level of the CHs, the location of
the CHs and nodes, etc. are controlled. However, this group misses
the simplicity as some of them have a slow convergence time, and
some are not able to be implemented in large-scales. More
precisely, weight-based protocols are typically iterative-based
(Basagni, 1999; Ding et al., 2005) that significantly increases the
message complexity. This is because in each iteration the nodes
have to exchange the status messages. This is the case for fuzzy-
logic-based approaches, where they consume a lot of energy for
message exchange or executing the algorithm. Also, heuristic-
based methods, since they need to have the global topology of the
network and require to be implemented by the BS. The centralized
and slow nature makes heuristic methods unpractical for many
applications. As a result, there is a trade-off between provisioning
simplicity and Quality of Service (QoS) requirements of the net-
work. Typically, achieving one of these requirements is concurrent
with losing another one. Overall, this is the application that
determines what approach is suitable. A few number of research
have used preset method for CH election and node deployment,
including GS3 and PANEL. This type of clustering is not practical for
many applications of WSNs, where a dynamic method is required
to handle network conditions.

According to the reviewed literature and presented tables and
discussions, the design of an appropriate clustering protocol
depends a great deal on the application, and in particular, user's
requirements. In probabilistic random clustering methods, which
are sufficiently simple and fast are probably the most match
methods for WSNs with a large number of nodes, the primary
objective is the energy-efficiency. An ideal application for these
methods could be the environmental monitoring in which the user
needs a periodic feedback from the play field. On the other hand,
those applications that need a reliable and certain response or
more robustness can employ deterministic algorithms. In small-
scale specific-applications, such as high-tech applications, that
need an optimal solution, utilizing heuristic-based clustering
algorithms could be the best option. Furthermore, the traffic load
should be considered in the design level, specially in large-scales
applications. That is, the clustering protocol should support
different size of clusters regarding the command node or BS
location.
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Table 5
Comparison of unequal-sized clustering protocols.

Protocol Cluster Properties CH Properties Clustering Process

Cluster
size

Cluster
count

Intra
com.

Inter
com.

Mobility Node type Role Method Objectives CH Election Alg.
Complexity

Nature Dynamism

UCS (Soro and Heinzelman,
2005)

Unequal Variable 1-hop k-hop Stationary Heterogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Preset Constant Proactive Static

EEUC (Li et al., 2005b) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

PRODUCE (Kim et al., 2008b) Unequal Constant 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Semi-
centralized

Load balancing & max
lifetime

Hybrid Constant Proactive Static

EEDUC (Lee et al., 2008) Unequal Variable 1-hop k-hop N/A Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

EB-UCP (Yang and Zhang,
2009)

Unequal Variable 1-hop k-hop N/A Homogeneous Relay/
aggregation

Semi-
centralized

Load balancing & max
lifetime

Hybrid Constant Proactive Static

EC (Wei et al., 2011b) Unequal Variable 1-hop k-hop N/A Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

LUCA (Lee et al., 2011) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Random Constant Proactive Static

EADUC (Yu et al., 2011) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

Unequal LEACH (Ren et al.,
2010)

Unequal Variable 1-hop 1-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

EBCAG (Liu et al., 2012) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Random Constant Proactive Static

UHEED (Ever et al., 2012) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Hybrid Constant Proactive Static

MRPUC (Gong et al., 2008) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Deterministic Constant Proactive Static

PEBECS (Wang et al., 2009) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Heuristic-
based

Constant Proactive Static

EAUCF (Bagci and Yazici, 2010) Unequal Variable 1-hop k-hop Stationary Homogeneous Relay/
aggregation

Distributed Load balancing & max
lifetime

Fuzzy-based Constant Proactive Static
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Although clustering has extensively been explored by research-
ers in different areas, some aspects of clustering are not properly
investigated yet. Here we propose some areas for future work.

First, most of existing clustering approaches are static so they
do not have the ability to adapt to the network changes. By static
we mean that the clustering approach adopts some constant
assumptions about the network, and re-clusters the network at
fixed periods, without considering the nodes and environment
conditions. The approach can significantly improve its perfor-
mance by considering the nodes conditions. Selecting active nodes
according to the phenomena and keeping other nodes asleep
makes the approach more energy-efficient. One of the major
reviewed approaches in this area is Yu et al. (2007). Selecting
active nodes could be either as simple as Ye et al. (2003) in which
the nodes become active if there is no active node within their
probing range or more complicated like Soro and Heinzelman
(2009) with the objective of fully covering the entire network. In
addition to selecting active nodes, reducing the overhead of re-
clustering in current clustering methods is an interesting chal-
lenge, that is introduced by PEACH. Most of existing methods
consider a fixed re-clustering epoch, while wisely and adaptively
adjusting these epochs can improve the energy-efficiency. Further-
more, considering the energy level of the CHs before upcoming
round and then re-clustering periods (Kim and Youn, 2005a) is an
effective method to increase the reliability. Therefore, dynamic
clustering can be more investigated in the future.

Second open research challenge in this area is to investigate the
effect of mobility in the network. According to the architecture of
clustering approaches, three parts of a network can be mobile:
the regular nodes, the CHs, and the BS. There is a small number of
research in this area. TTDD (Luo et al., 2005), for instance, studies the
effect of mobile BS in a two-tier network, while other nodes in the
network are stationary. In another valuable analysis, Lotfinezhad
et al. (2008) study the effect of a mobile BS in cluster-based data
collection. FLOC (Demirbas et al., 2006) supports the mobility of the
regular nodes and (Deng et al., 2011) selects the CHs regarding the
mobility of the nodes. The main challenge in the networks support-
ing the mobility is that the protocol should be able to handle the
overhead of the node mobility and topology changes in the network.
This overhead is incurred by periodic updates of the nodes locations.
Also, estimating a stable time for link establishment and cluster
formation in mobile networks is so challenging. WSNs with mobile
nodes have many applications, including robotics, ecology, and
battlefields (Arampatzis et al., 2005).

Sensor networks are naturally data-centric (Al-Karaki and Kamal,
2004); thus providing schemes that support the data-centric routing
seems essential in these networks. Apart from a limited number
of published works in the area of reactive networks, such as
Manjeshwar and Agrawal (2001, 2002), Xu and Qi (2004), Guo and
Li (2007), almost all other clustering methods have been designed
for proactive networks. Again, many applications of WSNs need a
reactive method. A good illustration of that can be military applica-
tions in which the nodes should detect an intrusion. In this type of
applications, the nodes send their data to the BS only when an
object is detected. Thus, in the remaining of the network time, the
nodes can stay in the low power mode so that the energy is
conserved more. Therefore, designing clustering methods for reac-
tive networks should be more considered in the future.

Heuristic-based clustering approaches need to be more inves-
tigated by researchers. Although heuristic-based methods are time
consuming and centralized, some applications need an optimal
solution before being deployed to reduce the costs. For example, in
small scales heterogeneous networks, defining the exact location
of rich CHs (in terms of power supply) is essential, so the best
performance in terms of energy consumption, connectivity, etc.
can be achieved. Most of heuristic-based clustering methods

utilize PSO to achieve the best results. Employing other types of
optimization algorithms is an open research direction.

The main plan of most existing clustering algorithms is to
prolong the network lifetime; however, clustering can be used in
other network challenges. Meeting the QoS requirements of a WSN
is another open challenge in these networks. For example, cluster-
based protocols are exposed to different types of attacks, including
Hello flood, Sybel, etc. (Karlof and Wagner, 2003). Link-layer
encryption and authentication can be considered in the design
level and the CHs can perform the security protocols and data
acquisition. Some services make the protocols fault-tolerant (Tai et
al., 2004) which can be executed by the CHs. Another QoS require-
ment that is full-coverage of the network can be promised and
pursued in cluster-based protocols (Soro and Heinzelman, 2009).

Finally, most recently, energy-harvesting sensor networks have
gained more attention. In energy-harvesting WSNs, the nodes are
equipped with some harvesters from the environment, such as
solar and wind. Harvester nodes with a higher energy rate can be
placed in the network as relay nodes (Zhang et al., 2013), or they
directly play the role of the CH (Thiemo Voigt et al., 2004) in
clustered networks. In such networks, the CH election metrics that
are used in non-harvesting networks are not appropriate and this
can be an interesting research challenge.
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