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Abstract—Extracting information from web documents has become a research area in which new proposals sprout out year after year.

This has motivated several researchers to work on surveys that attempt to provide an overall picture of the many existing proposals.

Unfortunately, none of these surveys provide a complete picture, because they do not take region extractors into account. These tools

are kind of preprocessors, because they help information extractors focus on the regions of a web document that contain relevant

information. With the increasing complexity of web documents, region extractors are becoming a must to extract information from

many websites. Beyond information extraction, region extractors have also found their way into information retrieval, focused web

crawling, topic distillation, adaptive content delivery, mashups, and metasearch engines. In this paper, we survey the existing

proposals regarding region extractors and compare them side by side.
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1 INTRODUCTION

THE majority of companies world-wide use the web to
provide their customers with catalogues of products

and/or services, not to mention news spots, blogging sites,
social networks, virtual libraries, and so on. This turns the
web into the largest repository of information in human-
friendly formats. Unfortunately, using this information in
automated business processes is not easy at all because it is
buried into text and/or formatting tags.

This has motivated many researchers to work on
proposals to analyze web documents and extract their
information in structured formats automatically; these
proposals are commonly referred to as information ex-
tractors or wrappers [9], [35], [91], [92], [95], [113], [121],
[137], [157]. Web information extraction is the task of
identifying, extracting, and structuring relevant information
from web documents in structured formats, e.g., tables or
XML. (Note that relevancy depends completely on the
context.) For instance, Fig. 1 shows a sample web document
from Amazon to which we have applied DeLa [164], which
is a well-known information extractor. This information
extractor identifies the data region in the web document
using a region extractor called DSE [163], searches for
repeating patterns inside this region to separate the data
records, aligns these records to extract their attributes, and
then, labels and formats these attributes in a results table.

Information extractors can be broadly classified accord-
ing to whether they deal with free-text web documents or
semistructured web documents. The relevant information
in a free-text web document is buried into sentences that are

written in (telegraphic) natural language, whereas in
semistructured web documents it is buried into HTML
scripts. Note that a free-text web document usually contains
HTML tags that provide a little structure, e.g., <h1> tags to
typeset a title, a <div> to typeset the authors, <p> tags
to typeset paragraphs, and <strong> or <emph> tags to
emphasize a piece of text; unfortunately, this structure is far
too light to be useful for information extraction purposes.
Free-text web documents require natural language proces-
sing techniques to extract information from them. Contra-
rily, semistructured web documents generally use HTML
tags to typeset small pieces of information (attributes) in
tables or lists. Independently from the kind of document on
which it can work, the goal of an information extractor is to
identify pieces of relevant information within a document
and return them in a structured format.

The literature provides a collection of surveys on
information extraction. Turmo et al. [157] and Sarawagi
[137] provided two surveys regarding the many existing
techniques to extract information from free-text web docu-
ments; their conclusion was that roughly half the proposals
are based on rules [3], [15], [30], [60], [77], [86], [133], [146],
[147], [156], [174] and the other half are based on statistical
models [37], [38], [43], [57], [62], [63], [83], [118], [128], [135],
[138], [144], [150], [177], [181]. Chang et al. [35] provided the
most recent survey regarding proposals for information
extraction from semistructured web documents. Their focus
was on information extractors that rely on so-called extrac-
tion rules, which can be either learned from examples [8],
[13], [26], [27], [33], [34], [41], [45], [59], [66], [67], [73], [74],
[75], [85], [89], [93], [99], [103], [104], [122], [126], [147], [151],
[164], [178], [182] or handcrafted [10], [44], [64], [70], [116],
[130], [136]. Meng and Yu [113] surveyed information
extraction techniques that can be used to extract search
result records returned by search engines. These surveys did
not take into account either some proposals that build on
heuristics, i.e., built-in extraction rules that have proven to
work well in many common cases [6], [51], [68], [98], [107],
[143], [149] or workbenches, which are targeted toward end
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users because they facilitate putting other proposals into
practice in production scenarios [1], [16], [49], [56], [71], [94],
[102], [105], [119], [120]. Unfortunately, none of the previous
proposals is universally applicable, which makes informa-
tion extraction quite an active research area [48].

We define a region in a web document as an HTML
fragment that shows information about one or more related
items when it is rendered on a web browser. Such items can
be data records, e.g., information about products, services,
goods, or pieces of news, headers with navigation menus,
footers with contact and corporate information, or sidebars
with advertisements, to mention a few examples. In the
sequel, we make a distinction between individual data
records, data regions (which encompass a series of data
records), and the rest of regions, to which we refer to as
ancillary regions. The majority of region extractors focus on
data records and data regions. (Note that it is not unusual to

find several data regions in the same web document.) For
instance, Fig. 2 illustrates the regions identified by VIPS [24]
in our running example. It has identified a total of
15 regions, which we classify into: one data region that
contains three data records and 11 ancillary regions around
the data region. Note that VIPS only identifies and separates
regions in a web document; it is the user’s responsibility to
select the region(s) of interest.

Typical information extraction tasks focus on data

regions and data records. That implies that as the complex-

ity of typical web documents increases, information

extractors have to analyze more and more irrelevant
regions, which has an impact on both efficiency and

effectiveness [84], [163], [175]. This has motivated a number

of authors to work on region extractors as a means to

relieve information extractors from the burden of analyzing
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many regions of a web document that do not contain any
relevant information [19], [23], [24], [53], [84], [97], [100],
[114], [125], [141], [163], [169], [179], [180]. The difference
between information extractors and region extractors is that
the former focus on extracting and structuring data records
and their attributes, whereas the latter focus on identifying
the HTML fragments that contain this information. Yi et al.
[175], Wang and Lochovsky [163], and Kang and Choi [84]
have confirmed experimentally that using region extractors
has a positive impact on both efficiency and effectiveness; it
is not surprising then that some recent proposals for
information extraction incorporate a built-in region extrac-
tor [98], [99], [143], [164], [178]. Beyond information
extraction, region extractors have also proven to be useful
for information retrieval [176], focused web crawling [25],
[32], topic distillation [31], adaptive content delivery [82],
mashups [152], and metasearch engines [113].

The literature records an increasing number of proposals
in this area [19], [23], [24], [53], [84], [97], [100], [114], [125],
[141], [163], [169], [179], [180]. Unfortunately, none of the
surveys regarding information extraction that we have
found in the literature take them into account [35], [91], [92],
[95], [121], [137], [157]. The only exception is the survey by
[113], who studied three techniques that are specifically
tailored toward search engines or that can be adapted for
this purpose, namely ViDRE [169], ViNTS [179], and OMINI
[23]. This has motivated us to work on this paper to

complete the overall picture regarding information extrac-
tion. We have surveyed all of the proposals on region
extractors of which we are aware within a four-dimensional
comparison framework in which we have compared them
side by side. Our main conclusions are the following:

1. more effort is required regarding free-text web
documents because the proposals we have surveyed
rely almost exclusively on finding regular structures
in a web document;

2. the majority of proposals seem scalable because they
are unsupervised;

3. there are no conclusive and comparable results
regarding their efficiency and effectiveness; and

4. none of them is universally applicable.

The rest of the paper is organized as follows: In Section 2,
we report on previous surveys of the literature and describe
our comparison framework briefly; In Section 3, we report
on current state-of-the-art region extractors; then, we
compare them in Section 4; we present our conclusions in
Section 5. The paper finishes with a list of references to
selected articles.

2 RELATED WORK

The large number of existing proposals on information
extraction has motivated several authors to work on surveys
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of the literature that provide comparison frameworks other

researchers can use to have an overall picture of what the

latest achievements are and how they compare to each other.

By comparison framework, we mean a taxonomy to classify

the existing proposals into several categories and/or a set of

comparison features that allow to compare them side by

side; related features can be grouped into independent

dimensions; ideally, the majority of features should be

objective, but we have found a few subjective features in the

literature (see below).
The surveys in the literature can be classified into two

groups according to how they compare the proposals. The
first group includes the surveys that just provide a
taxonomy, cf. Table 1, whereas the latter group includes
surveys that also present a comparison framework, study
the pros and cons, and compare the techniques side-by-side,
cf. Tables 2 and 3.

Regarding the surveys that just provide a taxonomy, our

conclusions are as follows:

. To the best of our knowledge, Hsu and Dung [75]
were the first to provide a taxonomy according to
which the existing proposals were classified into
four categories, namely: Hand-crafted information
extractors using general-purpose programming lan-
guages, specific-purpose languages and tools, heur-
istic-based proposals, and extraction rule learners.

. Muslea [121] presented a new taxonomy that sepa-
rated information extraction techniques into three
categories, namely: Information extractors that are
based on lexical/syntactic/semantic features, infor-
mation extractors that are solely based on delimiters
around the pieces of text to be extracted, and hybrid
information extractors that use both lexical/syntac-
tic/semantic features and text delimiters.
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. Kushmerick and Thomas [92] presented a survey in

which they provided the following two-category

taxonomy: Finite-state proposals that are based on

automata and relational proposals that are based on
first-order logic.

. Sarawagi [137] provided an additional survey on
proposals to deal with free-text documents. The

survey presented a three-category taxonomy based

on the type of the technique used to extract

information from free-text documents, namely:

Techniques based on rule-based methods, techni-

ques based on statistical models, and techniques

based on both rules and statistical models.

. Meng and Yu [113] presented a survey on proposals
that can be used to extract search result records from
web documents returned by search engines. They
created a taxonomy of two categories, namely:
Supervised information extraction techniques and
unsupervised information extraction techniques.
The techniques in the latter category were classified
into four subcategories, namely: Techniques based
on tag information, techniques based on visual
information, techniques based on tag and visual
information, and techniques based on tag, visual and
domain information. This survey includes three
region extractors [23], [179], [169].

Regarding the surveys that provide a taxonomy and a set

of comparison features, our conclusions are as follows:

. Laender et al. [95] presented a taxonomy that
distinguishes among six categories, namely: Infor-
mation extraction languages, HTML-based propo-
sals, natural language proposals, induction
algorithms to learn extraction rules, proposals that
map text fragments into user-defined data struc-
tures, and ontology-based proposals. The compar-
ison features included seven features, namely:
Degree of automation, support to extract hierarch-
ical records, whether they deal with semistructured
documents or not, how easy it is to use them,
whether they produce XML output or not, whether
they can deal with non-HTML sources, and how
resilient and adaptive they are.

. Kuhlins and Tredwell [91] a taxonomy that classified
information extraction toolkits into two categories,
namely: Noncommercial and commercial. In the case
of noncommercial toolkits, they compared the
following features: Whether they output XML or
text, whether they provide an API or not, whether
they are open-source or not, whether they support
web crawling or not, whether they have an end-user
interface or not, whether they provide an editor or
not, whether they provide a scripting language or
not, whether these toolkits provide support to end
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users or not, and their source code language. In the
case of the commercial toolkits, they compared their
vendors, whether they provide a demo version or
not, the output, whether they allow connectivity to a
database or not, whether they provide an API or not,
whether they allow web crawling or not, whether
they provide a user interface or not, whether they
provide an editor or not, and whether they provide a
scripting language or not. However, none of their
comparison features provides an insight into the
techniques behind the scenes since they all focus on
how the toolkits can be used.

. Turmo et al. [157] created a taxonomy in which they
classified machine learning techniques used for
information extraction into two categories, namely:
Techniques that learn rules and technique that learn
statistical models. Then, they compared the follow-
ing features for each category: The learning para-
digm, the learning strategy, whether the technique
learns knowledge that is useful to extract text
fragments including its context or not, and features
of the input documents. The authors compared
fifteen free-text information extraction systems using

the following features: Syntactic parsing, semantic
interpretation, and discourse analysis.

. Chang et al. [35] presented an additional survey in
which they classified the existing proposals into
four categories according to their degree of user-
supervision, namely: Handcrafted, supervised,
semi-supervised, and unsupervised proposals. They
devised a three-dimensional framework to compare
them, namely: Features regarding how the proposal
can adapt to formatting variations, aka. task
domains, features regarding the technique used,
and features regarding the degree of user interven-
tion required.

The previous surveys provide a partial view of the whole
range of proposals in the area of information extraction
because only one of them reports on three region extractors
and none of them provides a comparison framework that is
specifically tailored to region extractors. This has motivated
us to work on this survey. We have created a four-
dimensional comparison framework in which each dimen-
sion reports on several related objective features. The first
dimension includes a collection of features that are related
to input requirements and output characteristics; the second
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dimension focuses on features that are related to the
algorithms used in each proposal; the third dimension
provides several features that are related to performance;
the last dimension is about miscellaneous features. All of
the features on which we report are objective and can be
contrasted in the literature.

3 STATE OF THE ART

In the following sections, we summarize the current state-
of-the-art proposals regarding region extraction from web
documents. In each case, we report on the most up-to-date
references to the literature, what they are intended for,
provide a synopsis of the hypothesis on which they rely,
known problems, and a short description of the techni-
ques behind the scenes; we also mention if the proposal
being examined has inspired or put the foundation to
other proposals.

3.1 Embley et al.

The proposal by Embley et al. [53] is intended to extract the
data records from the largest data region in a web document.
It builds on the hypothesis that there is a unique data region,
which is the largest region in the web document, that this
region contains multiple data records, that some tags are
more likely to be data record separators based on their
type and their occurrences, and that counting on an
ontology helps identify data records. Some of the heuristics
proposed by Embley et al. were used in the region extractor
OMINI [23].

The algorithm works as follows:

1. It converts the HTML code of the input document
into XHTML and removes comment tags. Then, it
builds the DOM tree.

2. It detects the root node of the largest data region by
searching for a so-called highest fan-out node in the
DOM tree, i.e., the node with the highest number of
immediate child nodes.

3. The algorithm calculates the occurrences of im-
mediate child nodes in the highest fan-out node
and considers the nodes whose frequency is less
than 10 percent as separator candidates for the data
records. If only one separator candidate is found,
then it is considered as the data record separator in
the data region. Otherwise, some heuristics are
applied to the highest fan-out node contents and
combined to detect the separators. These heuristics
are: The tags that appear many times are more
likely to be separating tags when the data region
contains many data records, some types of tags
have more probability to be separating tags based
on typical web development practices, a tag is more
likely to be a separator if the standard deviation of
the size of the information between the occurrences
of this tag is low, and a repeating tag sequence is
more likely to be a separator. The technique also
relies on a user-defined ontology that provides
information about so-called record-identifying
fields, i.e., sort of keywords that help identify data
records and separate them.

4. The algorithm applies Stanford’s certainty theory
[106] to combine the previous heuristics and identify
the tags that better separate the data records, which
are returned.

Note that this proposal needs an user-defined ontology,

but it is considered unsupervised because it is not

mandatory according to the authors; contrarily, Buttler et

al. [23] have found that this ontology plays a critical role in

achieving high accuracy.

3.2 OMINI

OMINI [23] is intended to learn rules to extract data records

from web documents that contain multiple data records in a

unique data region. It builds on the hypothesis that there is

a unique data region in the web document, that this region

corresponds to the subtree with the largest number of

children, and that some tags are more likely to be data

record separators based on their occurrences and type.

OMINI is a constituent part of the information extraction

toolkit called XWRAP Elite [71].
The OMINI algorithm works as follows:

1. The DOM tree of the input document is built.
2. The algorithm searches for the data region using the

following heuristics: It is the subtree with the largest
number of children, it is has the largest contents
(measured in bytes), and the largest number of tags.

3. It then works on detecting the data record separators
inside the identified data region. It considers the
child tags of the data region subtree node as record
candidate separator tags, and ranks them according
to five heuristics, namely: A tag is more likely to be a
separator if the standard deviation of the size of the
information between the occurrences of this tag is
low, pairs of tags that appear several times con-
secutively without any text between them are more
likely to be separators, some types of tags have more
probability to be separating tags based on typical
web development practices, pairs of tags that are
immediate siblings and that appear several times are
more likely to separate data records because their
number of occurrences is the same as the number of
data records in the data region, and the record
candidate separator whose path to the other nodes in
the data region has many occurrences is more likely
to be a record separator since data records usually
have a similar structure.

4. It combines the results from the heuristics using an
approach for combining evidences from two or more
independent observations [72]. A filtering step is
then applied to the extracted data records to discard
those that are not similar to the majority in terms of
their tags and sizes. The idea is to discard false data
records in the data region, e.g., advertisements.

Note that OMINI learns extraction rules, but the authors

did not provide too much insight into their structure.

However, according to [113], the rules include the DOM

path to the root of the data region subtree, and a list of

separator tags identified by OMINI to separate this data

region into data records.
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3.3 MDR: Mining Data Records

Mining Data Records [100], or MDR for short, is intended to
extract data records. It builds on the hypothesis that a data
region contains a repetitive structure in a document, that
each repetitive structure inside a data region is a data
record, and that data records are usually rendered inside
tables and forms. Some recent information extractors have
got inspiration from MDR, including [178], [99], and [143].

The MDR algorithm works as follows:

1. The DOM tree of the input document is built.
2. It then uses a combinatorial algorithm to find so-

called generalized nodes, which are subsets of nodes
that fulfill the following conditions: They are
siblings, they are adjacent, they have the same
number of children, and the edit distance among
them does not exceed a predefined threshold. The
idea is to detect regions that contain repetitive
similar structures. The edit distance is calculated
on the strings that result from serializing the nodes
to be compared as strings; this serialization does not
take text nodes into account, only HTML tags.

3. The subsets of generalized nodes that result from the
previous step are considered as data regions because
each data region is supposed to contain two or more
data records that have similar structures.

4. The algorithm then separates the data records
inside the previous data regions using the follow-
ing heuristics:

a. if the region consists of only one generalized
node, it then checks if this node is not a table row,
but all of its children are similar; if the condition
is met, then the children are returned as
independent data records; otherwise the general-
ized node itself is returned as a data record.

b. If the generalized node contains two or more
nodes with the same number of children and
these children are similar to each other, then it
means that they are noncontiguous data records,
i.e., the data region is an HTML table in which
each data record is formatted in columns and
not in rows; otherwise, the whole generalized
node is returned.

3.4 TPC: Tag Path Clustering

Tag Path Clustering [114], or TPC for short, is a proposal
that is intended to extract all of the data records from all of
the data regions in a web document. It is based on the
hypothesis that a data region contains multiple contiguous
or noncontiguous data records, that they are rendered
similarly, visually aligned, and contain at least three
HTML tags.

The TPC algorithm works as follows:

1. The DOM tree is first built, and the DOM paths of
every node are calculated.

2. The algorithm works on mining visually repeating
information using the DOM paths. For this purpose,
it works with the HTML code as an ordered
sequence of opening HTML tags of size n. For each
DOM path p, it calculates a so-called visual signal

vector, which is an occurrence vector for each
possible DOM path (without repetition). The visual
vector for a DOM path p is a binary vector of size n;
it contains a 1 at position i if the DOM path for the
tag at position i in the sequence of opening tags is
the same as p, and 0 in other case.

3. The authors defined a visual signal as a triple ðp; s;OÞ,
where p is a DOM path, s is its visual signal vector,
and O is a collection that contains the individual
occurrences, i.e., the nodes whose DOM path is p.

4. The algorithm works on the collection of visual
signals. It builds a similarity matrix between the
visual signals using a similarity function that relies
on signal theory. Then, the similarity matrix is fed
into a spectral clustering technique [123] that
groups similar visual signals. The idea is that each
cluster contains visual signals that belong to the
same data region.

5. The algorithm discards clusters that contain less
than three visual signals because it considers that a
data record must contain at least three HTML tags. It
also considers that the visual signals that belong to
the same cluster represent the same data region.

6. The authors then introduce ancestor and descendant
relationships between visual signals in each cluster,
and determine the visual signals that are the
maximal ancestors, i.e., visual signals that do not
have any ancestors in their cluster.

7. If there is a single maximal ancestor in a cluster, then
the algorithm considers that some of the nodes in the
occurrence collection in the maximal ancestor are
data records and that some of these nodes may
contain multiple data records. It iteratively performs
two steps until finding the best data record
separators; first, it detects data record candidates
by selecting node occurrences that have many
descendants in the cluster, and then searches for a
separator between the data record candidates by
applying a technique that is similar to MDR [100],
but uses the width and the height of the visual signal
occurrence collection instead of the tree-edit dis-
tance. If there are multiple maximal ancestors, then it
considers they are consecutive siblings that repre-
sent a data record, and the algorithm tries to detect a
repeating pattern from a sequence of occurrences in
different signals. It applies a heuristic in which the
occurrences in the first maximal ancestor are
considered record boundaries, creates data records
candidates, and applies the steps described in the
first case.

8. The algorithm tries to detect nested data records by
applying the following heuristic: If a visual signal
occurs at each point where data records are
separated, then this visual signal corresponds to a
visual pattern that separates two data records, and
the text contained in this visual signal describes the
relationship between these data records.

3.5 DSE: Data-Rich Section Extraction

Data-rich Section Extraction [163], or DSE for short, is

intended to extract data regions. It builds on the hypothesis

that documents from the same website have a common
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layout that includes ancillary regions such as headers,
footers, menus, or banners, whose structure is identical
from document to document; what differentiates them is
the structure of the data region, which should be similar
only in documents that come from the same section. This
proposal is a constituent part of a well-known information
extractor called DeLa [164].

The DSE algorithm works as follows:

1. The user provides an input document. The algo-
rithm then selects a document that can be reached
from this document using a similarity measure that
is based on their URLs. Both documents are then
transformed into DOM trees.

2. The algorithm now searches for matching nodes
in the previous trees. The matching is based on
a recursive similarity function that takes the tag, a
limited subset of attributes, and the number of
children of every node into account. The idea is that
similar nodes in different web documents constitute
ancillary regions.

3. The nodes that are similar are removed from the
original DOM trees, which results in two pruned
trees that are likely to contain data regions. The data
region that is selected by DSE is the pruned tree that
corresponds to the input document.

3.6 U-REST: Unsupervised Record Extraction
SysTem

Unsupervised Record Extraction SysTem [140], [141], or U-
REST for short, is intended to extract data records. It builds
on the hypothesis that data records in a document belong to
a unique data region, have similar DOM trees, have similar
structure, and have small separators, if any.

The U-REST algorithm works as follows:

1. The DOM tree of the input document is built and all
of its subtrees are stored in a collection. Subtrees that
have tags that cannot clearly represent a data record
are removed. This includes subtrees with tags html,
head, title, or script to mention a few.

2. The algorithm now clusters the remaining subtrees
using a similarity function that is based on three
features, namely: The tree-edit distance between
subtrees, the string edit distance between their DOM
paths, and a so-called trigram model, which is a
vector that contains the HTML tags of the previous,
next, and the root nodes of each subtree. The
similarity function must be learned from samples.

3. U-REST now ranks the clusters according to a
scoring function that must also be learned from
samples. This scoring function is based on the
following features: A contiguity function that mea-
sures the amount of text between contiguous
subtrees, a content-coverage function that measures
the amount of contents provided by the subtrees in a
cluster with regard to the total amount of contents in
the input document, and a variation function that
measures both the internal irregularity of the
subtrees in a cluster and their external regularity.

4. The algorithm now selects the cluster with the
highest score as the data region because it contains
similar subtrees that are supposed to be the data

records. The subtrees in this region are returned as
the data records in the input document.

Note that U-REST relies on two functions that must be
learned from sample documents using the SVM method.
However, the method is considered unsupervised because
once these functions are learned, they can be reused with a
variety of documents; in other words, the proposal does not
require to be trained for specific websites.

3.7 STAVIES

STAVIES [125] is intended to extract data records. It builds
on the hypothesis that relevant information resides in leaf
nodes in the DOM tree, attributes inside data records share
a high number of ancestors, at least 20 percent of the data in
a document are relevant, and that data records have a
repetitive structure.

The STAVIES algorithm works as follows:

1. The HTML code of the input document is converted
into XHTML, its DOM tree is built, and the leaf
nodes are stored in a pool.

2. The first step attempts to locate the data region
within the input document. To do so, STAVIES relies
on an algorithm that clusters the leaf nodes
hierarchically. The similarity between every two
nodes is calculated as the number of common
ancestors, and two adjacent nodes are put in the
same cluster at level l as long as the similarity
between the child nodes is greater than or equal to l.

3. The algorithm returns the cluster that has less
statistical variance and contains at least 20 percent
of the total number of leaf nodes as the data region.

4. The authors realized experimentally that if leaf nodes
are plotted against similarity, the result is quite a
regular periodic signal. They developed a method to
calculate a threshold that is based on calculating the
semiperiod of the previous signal. This threshold is
then used to cluster the nodes in the data region
again. The authors used an outlier detection method
for signals to remove noisy clusters.

5. STAVIES returns the clusters it identifies within the
data region as data records.

3.8 VIPS: Vision-Based Page Segmentation

VIsion-based Page Segmentation [24], or VIPS for short, is
intended to find all of the regions of which a document is
composed. It builds on the hypothesis that web designers
provide visual cues that help people recognize the different
regions of which a document is composed, e.g., horizontal
or vertical rules, boxes, colored panels, special fonts, or
background images. Proposals like ViDRE [169], RIPB [84],
and VSDR [97] endow VIPS with an algorithm to determine
which the data regions are.

The VIPS algorithm works as follows:

1. The DOM tree of the input document is built, and it
is enriched with information about visual features,
e.g., position, background color, foreground color,
font information, or background image.

2. Initially, the algorithm assumes that the whole
document is a big region; it then traverses the DOM
tree level after level and analyzes each node to
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determine if it can be considered a subregion. To do
so, the authors devised a collection of 12 heuristics,
including the following: If a parent node has a child
node of type hr, then that node must be divided into
two subregions; if the background color or a node is
different from the background color of one of its
children, then that child is a subregion; if a table cell
does not have any subregions, then the next table cell
should not have any subregions, either; and so on.

3. After discovering the subregions in each level of the
DOM tree, the algorithm calculates a set of separa-
tors, which are visual boxes that do not intersect any
of the subregions. In other words, a separator is an
empty region within a document. Each separator is
assigned a weight that is related to the visual
difference between the regions that it separates.
The authors devised a number of heuristic to
calculate the weight of a separator building on
how similar the blocks it separates are, what colors
they have, if a horizontal rule overlaps the separator,
and so on. Adjacent regions that have a separator
whose weight are smaller than a predefined thresh-
old are merged.

4. Once all of the regions have been identified, they are
organized into a tree that represents containment
relationships, i.e., a region is the child of another
region as long as the rendering box of the former is
contained within the rendering box of the latter. The
whole tree is returned by VIPS.

3.9 ViDRE: Vision-Based Web Data Records
Extraction

Vision-based web Data Records Extraction [169], or ViDRE
for short, relies on VIPS [24] and is intended to learn rules to
extract data records from web documents. It builds on the
hypothesis that a web document contains a unique data
region, that this region is the largest one, it is reasonably
centered, data records inside this data region are aligned to
the left, adjacent, do not overlap, are separated homo-
geneously, and are similar from a visual point of view. This
region extractor is a constituent part of the ViDE informa-
tion extractor [104].

The ViDRE algorithm works as follows:

1. Given an input document, it first creates a tree of
regions using VIPS [24].

2. It then identifies the data region in the previous tree
by searching for the largest region that is reasonably
centered horizontally. If more than one region
satisfies this condition, ViDRE selects the one at
the lowest level in the tree returned by VIPS.

3. The selected region is first analyzed to find noisy
subregions, which are removed. The authors take
only the top and bottom subregions into account,
which are considered noisy as long as they are not
aligned to the left.

4. The algorithm now clusters the remaining subre-
gions using a similarity function that relies on
features of the images, the text, and the links in the
subregions being compared.

5. For each of the previous clusters, the algorithm first
finds the minimum bounding box that encloses all of

the subregions in that cluster and reorders them
according to their relative positions.

6. Then, the cluster with the maximum number of
subregions is selected, let it be C, and each of its
subregions is considered an initial data record.

7. Now, for each cluster that is different from C, it
finds the subregions whose bounding boxes overlap
the bounding box of a data record in C; such
subregions are merged into a unique subregion. In
other words, this step grows the initial data records
with overlapping subregions that are adjacent and
returns them.

8. The algorithm now creates an extraction rule for
the data region of the form ðx; y; w; h; lÞ, where x
and y are the upper coordinates of the data region,
w and h are the width and the height of this
region, and l is the level of this region in the tree of
regions constructed by VIPS. Furthermore, ViDRE
creates an extraction rule that contains visual
information regarding the first data record (font,
size, etc.), and gap space between two consecutive
data records. The first rule identifies the data
region, whereas the second rule uses the visual
information to identify the first data record, and
the gap space to detect and separate the remaining
data records in the data region.

3.10 RIPB: Recognizing Informative Page Blocks

Recognizing Informative Page Blocks [84], or RIPB for short,

relies on VIPS [24] and is intended to identify the largest data

region in a document. RIPB is supervised, which implies that

the user must provide a few examples of data records. The

algorithm then tries to find the regions that contain

structures that are similar to these records.
The RIPB algorithm works as follows:

1. It first finds a matching between the DOM trees that
represent the data records that the user must
provide. This matching builds on the algorithm
proposed by the DEPTA information extractor [178].
The result is a so-called augmented tree, which can
be interpreted as a rule that allows to identify the
trees in a document that have a data record that is
similar to one of the sample data records provided
by the user.

2. It then uses VIPS [24] to segment the input document
into a collection of candidate regions.

3. It then applies a clustering algorithm to the previous
candidate regions. The similarity function used is
based on a tree-edit distance.

4. Next, each region in a cluster must be compared to
the augmented tree and the result is a score that is
based on the tree-edit distance. The total score of a
cluster is the sum of the partial scores of its regions.

5. The algorithm selects the cluster with the highest
score and returns it as the data region in the input
document.

3.11 VSDR: Visual Segmentation-Based Data Record

Visual Segmentation-based Data Record [97], or VSDR for

short, builds on VIPS [24] and is intended to extract data
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records. It builds on the hypothesis that the regions with
data records are nonleaf contiguous siblings; furthermore, it
assumes that data records are totally contained within a
unique region that is composed of at least two subregions
with different kinds of contents.

The VSDR algorithm works as follows:

1. First, it uses VIPS [24] to partition the input
document into a tree of visual regions.

2. The leaf regions returned by VIPS are explored in an
attempt to classify them into the following cate-
gories: text Region, text link region, image region,
image link region, drop down region, text box
region, or action button region. Note that it is
common that the leaf regions returned by VIPS
contain a mixture of contents, e.g., text and links; this
implies that VSDR may need to split them so that
they fit into a unique category.

3. It then identifies noisy regions using the following
heuristics: Nodes at the first level in the DOM tree
that have zero or one child are removed; if at least
75 percent of the subregions inside a region were
classified as text link or image link, then the region is
removed; regions that are of type drop drown or
action button are removed if they are rendered in a
small box.

4. VSDR now attempts to merge some of the regions in
the region tree returned by VIPS using two
heuristics, namely: If all of the leaf subregions of a
region are of the same type, then they are merged;
similarly, if a region has a unique child then the
parent region is removed and the child is raised to
replace it in the region tree.

5. Now, the algorithm attempts to find the regions that
contain the data records in the input document. To
do so, VSDR compares every pair of sibling regions
using a tree-edit distance algorithm. The algorithm
returns the regions that are similar enough accord-
ing to a user-defined threshold.

3.12 ViNTs: Visual Information and Tag Structure

Visual information aNd Tag structure [179], or ViNTs for
short, is intended to learn rules to extract data records from
web documents that are returned by search engines. It
builds on the hypothesis that there is a unique data region
that is large, centered, and contains many data records,
which are very similar even if they come from different
search engines, share a parent node, are clearly separated,
and the shape of their left sides is very regular. ViNTs was
used to generate wrappers for most of the search engines
used in the AllInOneNews [101] metasearch engine

The ViNTs algorithm works as follows:

1. The input to ViNTs is a set of documents that must
contain at least four data records and an additional
document that does not contain any records at all.

2. First, input documents are rendered using a browser
and each node is assigned the coordinates of their
corresponding rendering boxes.

3. Rendering boxes are then used to extract content
lines, which are classified as text, link, link-text, link-
head, text-head, link-text-head, horizontal rule, and

blank lines. (“Head” refers to whether the line starts
with a number or not.)

4. The content lines that appear in the document that
do not contain any records are removed from the
other documents.

5. It then uses a suffix tree to identify repetitive line
patterns that occur at least three times. Each pattern
is considered as a record separator. These separators
are used to partition the input document into several
regions that are clustered according to their visual
similarity and their type; i.e., two regions belong to
the same cluster if their distance is less than a given
threshold. The distance function builds on the types
of lines they contain, the distance between their
rendering boxes, and a so-called shape distance that
measures how similar the left sides of the regions
are. Each resulting cluster is a region.

6. The next step is to identify the first line of each data
record in the previous regions. It builds on four
simple heuristics, namely: It follows a horizontal
rule, it follows a blank line, and there are no other
blank lines, it is the only line that starts with a
number, or it is the leftmost line. The first lines, thus,
identified help identify records.

7. ViNTs now learn extraction rules of the form
ðp; S; �; �Þ, where p denotes the DOM path to the
region, S a set of record separators, and � and �
denote the minimum and maximum number of
records (NR) per region.

8. For every region, the algorithm calculates p as the
longest common prefix out of the DOM paths of its
records; S is calculated building on the differences
among the DOM paths that lead to the records in the
region being analyzed; � and � are calculated by
means of a heuristic that is based on the presence of
links and the similarity of the records.

9. The last step consists of selecting and merging the
rules that are more likely to extract the right data
records. To do so, ViNTs searches for the rules that
extract a large data region that is reasonably
centered and have many data records.

3.13 MSE: Multiple Section Extraction

Multiple Section Extraction [180], or MSE for short, is

intended to learn rules to extract data records from all of the

data regions in the documents returned by search engines.

It builds on the hypothesis that data records in a data region

appear consecutively, they are siblings, they are cohesive

(which means that their content lines are dissimilar from

each other, but records are similar as a whole), and content

lines that are common to many documents do not have

relevant information.
The MSE algorithm works as follows:

1. MSE takes a set of documents as input. It analyzes
them using two algorithms called Multirecord
Extractor, or MRE for short, and Dynamic-Section
Extractor, or DSE for short. The former attempts to
identify data records, whereas the latter attempts
to identify data regions. Note that MRE implicitly
identifies a number of data regions, as well, which
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are the ones that enclose the data records this
algorithm identifies. MRE is a version of ViNTs that
relies on a different distance function; it then returns
the same rules as ViNTs. DSE relies on the
hypothesis that the boundaries of data regions
consist of content lines that are not likely to change
from document to document, or content lines that
change very little; DSE returns rules of the form
ðl; rÞ, where l denotes the left boundary of a region
and r its right boundary.

2. If exactly the same region is returned by both MRE
and DSE, then the records identified by MRE are
selected as candidate data records; if a region
returned by MRE overlaps a region returned by
DSE, then the algorithm searches the DSE region for
records that are similar to the records in the MRE
region; if an MRE region does not overlap any DSE
regions, then it is ignored; if a DSE region does not
overlap any MRE regions, then the algorithm
partitions it using MRE.

3. The previous step removes some MRE regions and
partitions the DSE regions. They both need to be
refined since the authors identified that there are
chances that MRE returns so-called oversized data
records, i.e., a number of consecutive actual records
that are merged together, and splitted records, i.e.,
an actual record that is identified as two or more
consecutive records.

4. To deal with oversized records, MSE iterates
through the collection of regions identified by
MRE, and reapplies MRE to them. If new records
are found, then MSE assumes that it was oversized.

5. To deal with splitted data records, MSE checks every
combination of consecutive records to find out if
they are cohesive enough, i.e., they are similar as a
whole, but internally dissimilar.

6. In the previous steps, MSE has partitioned every
input document into a set of candidate records and
data regions. It now clusters these regions using a
distance function that builds on their DOM paths,
their boundaries, and their tree-edit distances.
Singleton clusters are ignored because they refer to
regions that are isolated.

7. The algorithm now creates an extraction rule of the
form ðp; S; L;RÞ for each cluster, where p denotes the
DOM path that leads to a region, S is a set of
separators (in the sense of ViNTs), and L and R are
the set of left and right boundaries, respectively. p is
calculated by compacting the DOM paths of the
regions in the same cluster; S is the union of
the separators returned by MRE; and L and R are
the union of the boundaries returned by DSE.

3.14 RST: Record Segmentation Tree

Record Segmentation Tree [19], or RST for short, is intended
to extract data records from all of the data regions in a web
document. It is based on the hypothesis that similar data
records in a contiguous region compose a data region, that
data records inside a data region are formatted using similar
HTML tags, that a data record consists of a collection of
subtrees, and that these subtrees share a parent node.

The RST algorithm works as follows:

1. The DOM tree of the input document is built, and a
sequence S with its subtrees is created.

2. The subtrees sequence S is used to create a so-called
RST, which is a search structure. An RST is a tree in
which each node covers a subsequence of adjacent
subtrees in S and has a set of separators for these
subtrees. Each child node covers a subsequence of
subtrees that starts at the parent subtrees and covers
a number of adjacent subtrees; the separator set is
the union between the parent’s separators and its
own set of separators.

3. Each node in the RST tree is a possible segmentation
of the subtrees in S starting from a given subtree,
where each segment (group of subtrees) is a data
record candidate. Since data records are supposed to
be formatted using similar tags, then the algorithm
searches for a node in the RST such that the
similarity between its segments is greater than a
predefined threshold; if none is found, then the
subtree considered is not a data region; if more than
one node satisfies the previous similarity condition,
then the node with the greatest number of data
records is considered as a data region.

4. The previous step is performed starting from the
first subtree in S, but if the data region is not found,
the step is repeated by starting from the second
subtree in S, and so on. When a data region is found,
the previous step can also be applied again to the
remaining subtrees to detect additional data regions
in the input web document.

5. To reduce the complexity of the algorithm, building
the RST is optimized by building a slimmed RST, in
which some children are not created if the average
number of subtrees per data record in a node is less
than the number of subtrees in the child to create.
Furthermore, some search pruning strategies are
introduced, and noise reduction is performed by
removing the first subtree in the first data record if
this record contains more subtrees than the next data
records and if this subtree is not similar enough to
the next data records. The similarity is calculated
using a token-based tree-edit distance [69], [143].

4 COMPARATIVE ANALYSIS

We have studied and compared four dimensions of
features, namely: Input and output, algorithmic, efficiency
and effectiveness, and other miscellaneous features. We
report on the results in the following sections.

4.1 Input and Output Dimension

This dimension contains features that are related to the
input and output of region extractors, namely:

. Domain: It refers to the domain of the input
documents. Some proposals rely on some character-
istics of a specific domain to identify regions,
whereas other proposals are domain independent.

. Input: It refers to the data on which a proposal works.

. Number of Documents (ND): It refers to the minimum
number of input documents that are necessary for
the region extractor to work.
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. NR: It refers to the minimum NR in each document
that are necessary for the region extractor to work.

. Nesting: It refers to the ability to deal with regions
that are nested, and to maintain this relationship.

. Output: It refers to what the region extractor returns
as output.

. Rules type: It refers to the kind of rules produced by
the region extractor, if any.

Table 4 reports on the results of our analysis regarding
the previous features. Note that the majority of region
extractors are domain independent, with the exception of
ViNTs [179] and MSE [180], which are targeted toward
search engines. The majority of the proposals need input
documents to be formatted using the HTML markup
language because they rely on DOM trees or HTML tags,
except ViDRE [169], RIPB [84], and VSDR [97], which work
on the region tree produced by VIPS [24]; this precludes
them from being used with free-text documents. Most
region extractors need a unique document to work. In the
case of DSE [163], the user needs to provide only a
document; the other is fetched automatically. ViNTs [179]
and MSE [180] require several input documents, including
one document that does not contain any records. Unfortu-
nately, there is not a rule of thumb to determine what the
most appropriate ND or records is; in general, the user must
make an attempt to provide an example of every possible
formatting so that it can be analyzed. Proposals that need

more than one data record in each input document
generally build on the fact that they are formatted regularly,
e.g., Embley et al. [53], OMINI [23], STAVIES [125], and
MSE [180], or they search for regions that contain records
that are similar to the ones provided by the user, namely,
RIPB [84]. Regarding nested regions, the majority of
proposals are single level because they can maintain the
relationship between the detected data regions and the data
records inside them. VIPS [24] supports multilevel nesting
because it partitions regions in a hierarchical structure in
which it maintains the relationships between the parent and
child subregions, thus allowing to detect nested subregions.
TPC [114] and RST [19] support multilevel nesting because
they are able to detect nested regions and to infer the
relationship between parent and child regions. Note that
proposals that use VIPS, such as RIPB [84] and VSDR [97],
are not considered to extract nested data regions (zero-
level) because the former extracts one data region only and
the latter does not maintain the relationships between
regions. DSE [163] is not considered to extract nested data
regions since it does not extract the data records from the
detected data regions. Once the largest data region or all of
the data regions are detected, some proposals partition
them into records that are then output, e.g., Embley et al.
[53], MDR [100], and STAVIES [125]. Some region extractors
produce extraction rules, namely: OMINI [23], [169], ViNTs
[179] and MSE [180]. These rules range from regular
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expressions to tuples that contain visual or tag information
to locate a data region and separate it into data records.

4.2 Algorithmic Dimension

The second dimension includes features that are related to
the algorithms used in the region extractors. These features
are the following:

. Supervised: It refers to whether a proposal requires
the user to provide samples of the regions in which
he or she is interested.

. View: It refers to the view of the input document on
which a region extractor works.

. Features: It refers to the features of the web document
used by the region extractor.

. Algorithm: It refers to the algorithms used by the
region extractor.

. Removes noise: It refers to whether a proposal imple-
ments an algorithm to remove noisy regions or not.

Table 5 reports on the results of our analysis regarding
algorithmic features. The majority of proposals are un-
supervised, except for RIPB [84], which requires the user to
provide a few examples of the records in which he or she is
interested. Note that U-REST [141] is considered an
unsupervised proposal, but it requires a similarity and a
ranking function to be learned from examples; the key is
that these functions need not to be customized for specific
sites, i.e., they can be learned once and reused many times.
The proposal by Embley et al. [53] needs an ontology to
match data records, but the algorithm still works unsuper-
visedly if this ontology is not provided, although this may
have an impact on its effectiveness. Approximately half of
the proposals work on the DOM tree of the input
documents; a quarter of the proposals rely on the regions
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that were returned by VIPS, whereas ViNTs [179] and MSE
[180] convert input documents into collections of so-called
content lines. Region extractors are based on two types of
features, namely: Visual and tag information. Note that half
of the proposals use only tag information, e.g., OMINI [23]
and RST [19]; ViDRE [169] is the unique region extractor
that is solely based on visual information, whereas the
remaining proposals use both visual and tag information,
e.g., ViNTs [179] and TPC [114]. Note that the majority of
proposals rely on a number of key algorithms in the
literature: Tree matching, string matching, and clustering
using a variety of similarity functions. The majority of
proposals take noise reduction into account by filtering
some regions that are not likely to be a data region, which is
performed by removing small regions, regions that do not
contain similar-enough structures, regions that appear in
almost every document, or regions that are isolated.

4.3 Efficiency and Effectiveness Dimension

The third dimension includes efficiency and effectiveness

features. Note that the problem of identifying regions is

somewhat related to the problem of setting up a binary

classifier that works on all of the possible regions in a

document and classifies them as either relevant or not. It is not

surprising then that the usual measures to characterize the

effectiveness of a region extractor are the standard measures

used to characterize the effectiveness of a binary classifier.

Table 6 provides the exact formulation of these measures:

. Complexity/Time: Complexity refers to the computa-
tional complexity of a proposal; as usual, this is
characterized using the well-known big-O notation.
Since the majority of proposals do not report their
complexity, we added the Time feature that reports
on the learning and extraction times if they are
reported in the original proposal.

. Test data sets: It refers to the data sets that were used
to test a proposal experimentally, and the features of
the web documents inside the ad hoc data sets.

. Compared with: It refers to the techniques with which
each proposal was compared.

. Precision (P ): It refers to the average fraction of
regions that are identified by a proposal and
correspond to actual data regions. Intuitively, the
higher the precision, the less regions identified by a
proposal are not actually relevant.

. Recall (R): It refers to the average fraction of actual
data regions that are identified by a proposal;

intuitively, the higher the recall, the more actual
data regions are identified.

. Accuracy (A): It focuses on both the ability of a
proposal to identify data regions and not to identify
ancillary regions.

Table 7 reports on the results of our analysis regarding
efficiency and effectiveness. Note that this is by far the
dimension in which there is more missing data in the
literature. Unfortunately, only a few proposals are accom-
panied by a complexity analysis, namely: Embley et al. [53],
MDR [100], DSE [163], TPC [114], and [19]. Some proposals
reported on the learning and extraction times, namely:
STAVIES [125], ViDRE [169], ViNTs [179], and MSE [180].
However, the timings reported in these proposals are not
side-by-side comparable because they were measured on
different machines. The majority of proposals have been
analyzed on ad hoc data sets, which reflects the lack of
standardized up-to-date data sets; some proposals used the
TBDW [173] repository and the data sets used in MEMPHIS
([112]) project, which are not maintained since 2004.
Comparisons are fairer in the cases in which third-party
data sets were used, namely: TPC Miao et al. [114],
STAVIES [125], VSDR [97] and MSE [180]. Regarding the
standard measures P , R, and A, note that the results
reported in Table 7 are not comparable side-by-side because
they were calculated on different data sets; this is an
important problem in this field, because this makes it
impossible to discern which proposal globally behaves
better than the others. Furthermore, note that the proposals
surveyed generally achieve very good results when test
data sets are ad hoc, namely: Embley et al. [53], OMINI [23],
MDR [100], DSE [163], U-REST [141], ViDRE [169], RIPB
[84], ViNTs [179], MSE [180], and RST [19], but these
measures are lower in case the data sets are third-party data
sets, namely: TPC [114], STAVIES [125], and VSDR [97].
Note that although MSE [180] uses the ViNTs [179] data
sets, which are not considered third-party data sets because
both proposals were presented by the same authors. None
of the proposals we have surveyed reported on specificity
or on the negative prediction, which are other well-known
effectiveness measures in the field of machine learning.

4.4 Miscellaneous Dimension

The fourth dimension includes the following features:

. Availability: It refers to whether an implementation is
publicly available to the research community or not.

. Used in/Inspired: It refers to the techniques in the
literature that use a proposal or whose region
extractor was inspired by a proposal.
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. Applicability: It characterizes the situation in which a
proposal is most applicable.

. Weak features: It reports on known limitations and
weaknesses of a proposal.

Table 8 reports on the results of our analysis regarding

miscellaneous features. Unfortunately, only a few proposals

are available on the web to the research community. Half of

them are used or have inspired other proposals. Note that

about half of the proposals are applicable to semistructured

web documents that contain multiple data regions, whereas

the other half needs web documents to contain a unique

data region. The main drawbacks of the studied proposals
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are that many of them build on the hypothesis that the input

web document contains a unique data region (Embley et al.,

OMINI, TPC, U-REST, STAVIES, ViDRE, and RIPB);

furthermore, many proposals are based on the hypothesis

that a data region contains multiple similar data records

(Embley et al., OMINI, MDR, TPC, U-REST, STAVIES,

ViDRE, VSDR, ViNTs, MSE, and RST), which fails when a

web document contains a unique data record with details

about a unique product or service or multiple data records

with different formatting tags; furthermore, many propo-

sals are based on hypothesis regarding the size of the data

region (Embley et al., OMINI, TPC, STAVIES, and ViNTs),
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which fails when data regions are smaller than ancillary
regions. Only few proposals can be applied to extract nested
data records and their relationships. Note, too, that none of
the proposals can be considered universally applicable due
to their weak points.

5 CONCLUSIONS

Web documents are getting more and more sophisticated,
which complicates the task of information extraction. This
has motivated using region extractors so that information
extractors can focus only on data records or data regions.
The importance of data regions extractors is clear given that
some of the proposals we have analyzed are now an intrinsic
part of recent information extractors or have inspired them;
there are also applications to fields such as information
retrieval, focused web crawling, topic distillation, adaptive
content delivery, mashups, and metasearch engines.

Despite the importance of the region extractors, they
have not been compared extensively in the literature. In this
paper, we have surveyed region extractors and compared
them regarding four dimensions, namely: Input and output,
algorithmic, efficiency and effectiveness, and some mis-
cellaneous features. The following conclusion can be drawn
from our survey:

1. All of the region extractors work on semistructured
documents that are formatted in HTML and rely on
their DOM tree directly or indirectly by using VIPS.
In general, they search for repetitive structures to
identify data regions. This makes it difficult to apply
them to free-text documents whose contents do not
rely heavily on HTML tags.

2. The majority of region extractors are unsupervised
and usually rely on the following algorithms: Tree
matching, string matching, and clustering. This
makes the majority of proposals scalable because
they do not rely on a user to provide samples of the
regions to be extracted.

3. The efficiency and effectiveness is by far the
dimension in which there are more missing data in
the literature; furthermore, the available results are
not comparable side by side. It is an essential
requirement to count on an up-to-date and main-
tained data set repository to perform homogeneous
and fair empirical evaluations.

4. Region extraction is not an easy task. The proposals
in the literature have strong features and drawbacks,
but none of them is universally applicable, which
keeps this quite an active research field.

ACKNOWLEDGMENTS

This work was supported by the European Commission
(FEDER), the Spanish and the Andalusian R& D& I
programmes (Grants TIN2007-64119, P07-TIC-2602, P08-
TIC-4100, TIN2008-04718-E, TIN2010-21744, TIN2010-
09809-E, TIN2010-10811-E, and TIN2010-09988-E).

REFERENCES

[1] B. Adelberg, “NoDoSE: A Tool for Semi-Automatically Extracting
Semi-Structured Data from Text Documents,” Proc. ACM SIG-
MOD Int’l Conf. Management of Data, pp. 283-294, 1998.

[2] E. Agichtein and V. Ganti, “Mining Reference Tables for
Automatic Text Segmentation,” Proc. ACM 10th SIGKDD Int’l
Conf. Knowledge Discovery and Data Mining (KDD), pp. 20-29, 2004.

[3] E. Agichtein and L. Gravano, “Snowball: Extracting Relations
from Large Plain-Text Collections,” Proc. Int’l Conf. Digital
Libraries (ICDL), pp. 85-94, 2000.

[4] J.S. Aitken, “Learning Information Extraction Rules: An Inductive
Logic Programming Approach,” Proc. 15th European Conf. Artificial
Intelligence (ECAI), pp. 355-359, 2002.

[5] E. Almasy, D. Sleasman, and R. Bower, “Software for Building
a Full-Featured Discipline-Based Web Portal: The Scout Portal
Toolkit,” D-Lib Magazine, vol. 8, no. 11, p. 11, 2002, http://
dx.doi.org/10.1045/november2002-almasy.

[6] M. �Alvarez, A. Pan, J. Raposo, F. Bellas, and F. Cacheda,
“Extracting Lists of Data Records from Semi-Structured Web
Pages,” Data Knowledge Eng., vol. 64, no. 2, pp. 491-509, 2008.

[7] D.E. Appelt, J.R. Hobbs, J. Bear, D.J. Israel, and M. Tyson,
“FASTUS: A Finite-State Processor for Information Extraction
from Real-World Text,” Proc. 13th Int’l Joint Conf. Artificial
Intelligence (IJCAI), pp. 1172-1178, 1993.

[8] A. Arasu and H. Garcia-Molina, “Extracting Structured Data from
Web Pages,” Proc. ACM SIGMOD Int’l Conf. Management of Data,
pp. 337-348, 2003.

[9] J.L. Arjona, R. Corchuelo, D. Ruiz, and M. Toro, “From Wrapping
to Knowledge,” IEEE Trans. Knowledge Data Eng., vol. 19, no. 2,
pp. 310-323, Feb. 2007.

[10] G.O. Arocena and A.O. Mendelzon, “WebOQL: Restructuring
Documents, Databases, and Webs,” TAPOS, vol. 5, no. 3, pp. 127-
141, 1999.

[11] J.H. Aseltine, “WAVE: An Incremental Algorithm for Information
Extraction,” Proc. AAAI Workshop Machine Learning for Information
Extraction, 1999.

[12] N. Ashish and C.A. Knoblock, “Semi-Automatic Wrapper Gen-
eration for Internet Information Sources,” Proc. Conf. Cooperative
Information Systems (CoopIS), pp. 160-169, 1997.
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