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\textbf{ABSTRACT} A wireless video surveillance system consists of three major components: 1) the video capture and preprocessing; 2) the video compression and transmission in wireless sensor networks; and 3) the video analysis at the receiving end. A myriad of research works have been dedicated to this field due to its increasing popularity in surveillance applications. This survey provides a comprehensive overview of existing state-of-the-art technologies developed for wireless video surveillance, based on the in-depth analysis of the requirements and challenges in current systems. Specifically, the physical network infrastructure for video transmission over wireless channel is analyzed. The representative technologies for video capture and preliminary vision tasks are summarized. For video compression and transmission over the wireless networks, the ultimate goal is to maximize the received video quality under the resource limitation. This is also the main focus of this survey. We classify different schemes into categories including unequal error protection, error resilience, scalable video coding, distributed video coding, and cross-layer control. Cross-layer control proves to be a desirable measure for system-level optimal resource allocation. At the receiver’s end, the received video is further processed for higher-level vision tasks, and the security and privacy issues in surveillance applications are also discussed.

\textbf{INDEX TERMS} Video surveillance, wireless sensor networks, multimedia communications, cross-layer control, video analysis.

I. INTRODUCTION

Video Surveillance over wireless sensor networks (WSNs) has been widely adopted in various cyber-physical systems including traffic analysis, healthcare, public safety, wildlife tracking and environment/weather monitoring. The unwired node connection facility in WSNs comes with some typical problems for data transmission. Among them are line-of-sight obstruction, signal attenuation and interference, data security, and channel bandwidth or power constraint. A vast amount of research work has been presented to tackle these problems, and many have been successfully applied in practice and have become industrial standards. However, for video surveillance applications, especially those with real-time demands, the processing and transmission process at each wireless node for a large amount of video data is still challenging.

In current state-of-the-art wireless video surveillance systems, each source node is usually equipped with one or more cameras, a microprocessor, the storage unit, a transceiver, and a power supply. The basic functions of each node include video capture, video compression and data transmission. The process of video analysis for different surveillance purposes is implemented either by the sender or by the receiver, depending on their computational capability. The remote control unit at the receiver’s end can also provide some useful information feedback to the sender in order to enhance the system performance. The major functional modules of a video surveillance system are illustrated in Figure 1.

The existing WSN technologies are utilized in all kinds of wireless video surveillance applications. One popular application is traffic analysis. For example, the traffic signal system deployed by the transportation department in the city of Irving, Texas (Irving, 2004) \cite{1} implemented seventy pan-tilt-zoom (PTZ) CCTV (closed-circuit television) cameras to cover about two hundred intersections. One smart camera capable of video codec and video over IP functions was installed at each traffic site together with a radio/antenna unit. The on-site signal is transmitted to the base stations ringed in a 100 Mbps wireless backbone operating at the licensed frequencies of 18–23 GHz. The traffic monitoring system at the University of Minnesota (UMN, 2005) \cite{2}, and the system...
FIGURE 1. A wireless video surveillance system.

TABLE 1. Wireless video surveillance systems.

<table>
<thead>
<tr>
<th>Surveillance system</th>
<th>Surveillance environment</th>
<th>MAC protocol</th>
<th>Carrier frequency</th>
<th>Maximum throughput</th>
<th>Network topology</th>
<th>Camera number configuration</th>
<th>Camera control</th>
<th>Video delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panoptes, 2003 [8]</td>
<td>indoor/outdoor</td>
<td>802.11</td>
<td>2.4 GHz</td>
<td>12 Mbps</td>
<td>star</td>
<td>multiple</td>
<td>fixed</td>
<td>unicast</td>
</tr>
<tr>
<td>PRISMATICA, 2003 [7]</td>
<td>indoor/outdoor</td>
<td>802.11</td>
<td>2.4 GHz</td>
<td>N. A.</td>
<td>star</td>
<td>multiple</td>
<td>fixed</td>
<td>unicast</td>
</tr>
<tr>
<td>Irving, 2004 [1]</td>
<td>highway</td>
<td>802.11a</td>
<td>5.8, 18, 24, 23 GHz</td>
<td>20 - 60 Mbps for on-site, 100 Mbps for backbone</td>
<td>star, ring</td>
<td>multiple</td>
<td>fixed</td>
<td>PTZ unicast</td>
</tr>
<tr>
<td>FireWxNet, 2006 [4]</td>
<td>wildland</td>
<td>802.11</td>
<td>5.4 GHz</td>
<td>3/30 Mbps</td>
<td>star</td>
<td>multiple</td>
<td>fixed</td>
<td>simulcast</td>
</tr>
<tr>
<td>MeshEye, 2007 [9]</td>
<td>indoor/outdoor</td>
<td>802.15.4</td>
<td>2.4 GHz</td>
<td>11 Kbps</td>
<td>point-to-point</td>
<td>multiple</td>
<td>fixed</td>
<td>simulcast</td>
</tr>
<tr>
<td>Tsinghua, 2009 [10]</td>
<td>indoor</td>
<td>802.15.4</td>
<td>900 MHz</td>
<td>19.2 Kbps</td>
<td>star, tree, mesh</td>
<td>multiple</td>
<td>fixed</td>
<td>unicast</td>
</tr>
<tr>
<td>UML, 2010 [6]</td>
<td>indoor</td>
<td>802.11b/g</td>
<td>2.4 GHz</td>
<td>54 Mbps</td>
<td>tree</td>
<td>multiple</td>
<td>fixed</td>
<td>unicast</td>
</tr>
<tr>
<td>SCNS, 2011 [5]</td>
<td>railway</td>
<td>802.11j</td>
<td>2.4, 5 GHz</td>
<td>20 Mbps</td>
<td>mesh</td>
<td>multiple</td>
<td>fixed, PTZ</td>
<td>unicast</td>
</tr>
<tr>
<td>UNT, 2011 [3]</td>
<td>campus</td>
<td>802.11 a/n</td>
<td>5.4, 5.8 GHz</td>
<td>20 Mbps</td>
<td>chain</td>
<td>multiple</td>
<td>PTZ unicast</td>
<td></td>
</tr>
</tbody>
</table>

at the University of North Texas (UNT, 2011) [3] are among other examples of wireless traffic surveillance.

Video surveillance in other wireless communication applications is also intensively studied, such as the remote weather monitoring system (FireWxNet, 2006) initially developed for the fire fighting community in the Bitterroot National Forest in Idaho to monitor the lightning stricken forest fire [4], the smart camera network system (SCNS, 2011) used for security monitoring in a railway station [5], and the indoor surveillance system in a multi-floor department building at the University of Massachusetts-Lowell [6]. The common problems considered in these systems include the sensor deployment and the system configuration for video communications.

For surveillance in a wide social area like metropolis, the sensor deployment is more complex. An example is the multi-sensor distributed system developed at Kingston University, named proactive integrated systems for security management by technological institutional and communication assistance (PRISMATICA, 2003) [7]. Both wired and wireless video and audio subsystems were integrated in the centralized network structure. The data processing module at the operation center supported multiple real-time intelligent services, such as overshadowing and congestion detection upon received video.

The power efficiency problem is another major concern for some wireless video surveillance applications. In the system (Panoptes, 2003) described in [8], a central node received data from other client nodes and performed video aggregation to detect unusual events. The energy saving strategy employed by the client node included data filtering, buffering, and adaptive message discarding. In the work presented in [9], the hybrid-resolution smart camera mote (MeshEye, 2007) was designed to perform stereo vision at the sensor node with low energy cost. The location of the targeted object was
first estimated from the image data by the two low resolution cameras. Then the high resolution camera marked the position in its image plane and transmitted only the video data inside the target region. The multiresolution strategy was also adopted in the multiview target surveillance system developed at Tsinghua University [Tsinghua, 2009] [10].

These surveillance systems are built upon the existing wireless video communication technologies, especially the WSN infrastructure and video codec. Compared to traditional systems adopting a wired connection, the advantage of network mobility greatly facilitates the system deployment and expansion. Some technical parameters of these systems are listed in Table 1.

While the well-established WSN infrastructure and video communication standards can be utilized in a surveillance system, many new technologies have been proposed to accommodate the special requirements of the surveillance applications, such as target object tracking, content-aware resource allocation, and delay or power constrained video coding and transmission. This paper presents a review of these proposals based on the analysis of the technical challenges in current systems, especially on the video delivery part in an unsteady wireless transmission environment, aiming to provide some beneficial insights for future development. The rest of the paper is organized as follows. Section II introduces the network infrastructure for a wireless video surveillance system, including the standard channel resource, and the network topology. Section III describes some examples of video capture and preliminary vision tasks that can be operated by the sensor node. Section IV summarizes a number of video coding and transmission techniques dedicated to unequal error protection, error resilience, and scalable and distributed data processing. The cross-layer control mechanism is introduced as an efficient way for optimal resource allocation. Section V briefly introduces several video analysis algorithms designed for wireless surveillance systems with single or multiple cameras. Section VI discusses the security and privacy issues, and conclusions are drawn in Section VII.

II. NETWORK INFRASTRUCTURE
Data transmission in a wireless video surveillance system is regulated by wireless communication standards. Before network deployment, comprehensive on-site investigation needs to be conducted to avoid signal interference and equipment incompatibility. This section discusses the channel resource and network topology for the configuration of a wireless video surveillance system. Detailed implementation of the sensor network deployment procedures can be found at [3].

A. CHANNEL RESOURCE
In the U.S.A., the Federal Communication Commission (FCC) is responsible for regulating radio spectrum usage [11]. The most commonly used license-exempt frequency bands in current wireless surveillance systems include 900MHz, 2.4GHz, and 5.8GHz. The 4.9GHz frequency band is reserved for Intelligent Transportation Systems (ITS) for public safety and other municipal services [12]. The specific communication parameters are defined in several groups of standards including IEEE 802.11/WiFi, IEEE 802.16/WiMax, IEEE 802.15.4/ZigBee, etc. The properties of operation with these frequency bands are summarized in Table 2. The higher frequency band demonstrates better range and interference performance, with lower penetration capability.

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>License</th>
<th>Line of sight</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>900 MHz</td>
<td>Unlicensed</td>
<td>Not required</td>
<td>Penetrates trees, dry wall</td>
<td>Lower throughput for video compared to other bands</td>
</tr>
<tr>
<td>2.4 GHz</td>
<td>Unlicensed</td>
<td>Required</td>
<td>Better penetration than 5 GHz</td>
<td>Interference from consumer devices</td>
</tr>
<tr>
<td>4.9 GHz</td>
<td>Licensed</td>
<td>Required</td>
<td>Reserved for public safety; less interference</td>
<td>Requires frequency coordination with other agencies</td>
</tr>
<tr>
<td>5 GHz</td>
<td>Unlicensed</td>
<td>Required</td>
<td>Better range and less interference than 2.4 GHz</td>
<td>Lower penetration than 2.4 GHz</td>
</tr>
</tbody>
</table>

B. NETWORK TOPOLOGY
As in WSNs, the network topology in a wireless video surveillance system could be a one hop or relayed point-to-point connection for single view video transmission, or a chain, star, tree or mesh structure for multiview surveillance. The network topology is application dependent. The resource constraints, cost efficiency, as well as the terrain and ecological condition of the surveillance environment are among the factors considered in adopting a suitable topology.

In the campus traffic monitoring system (UMN, 2005) [2], the surveillance environment was relatively small-scale, and the runtime video delivery was the primary concern. Therefore the point-to-point communication was realized by simulcasting multiple synchronized video sequences to the remote base station for real-time observation, as displayed in Figure 2(a). For surveillance in a large public area, different types of sensors might need to be installed at multiple distant locations, and hence a centralized star structure is preferred, such as the PRISMATICA system (PRISMATICA, 2003) [7] illustrated in Figure 2(b). The centralized network connection results in high throughput at the center node, which has to meet stringent standard for both the performance and stability requirements.

When the energy conservation is the major consideration, the sensors need to be organized in a more efficient manner. The work presented in [10] tested the surveillance system under different WSN topologies and demonstrated that, when collaboration among different sensor nodes is required, a tree or mesh network could achieve higher system performance compared to a star structure, in terms of power efficiency and data throughput. Figure 2(c) shows the tree structure of SensEye [13], a multiter surveillance system with different data processing and power consumption patterns devised on...
each level of the tree. The sensor nodes at the lower tiers consisting of low power devices worked at a longer duty cycle than the nodes at the higher tiers which consumed more power and executed more complex functions only upon receiving the signals from its child nodes at the lower tier.

If the functionality and computational capability are equally distributed among the sensor nodes, a mesh network is more appropriate. The mesh structure of the multiview object tracking system SCNS [5] using the Ad-hoc On-Demand Distance Vector (AODV) routing protocol is demonstrated in Figure 2(d). In this system, each node was able to communicate with others to determine the target position and to select the nearest camera for object tracking.

Another interesting issue in designing an efficient network topology is how to choose a proper amount of surveillance nodes for full-view coverage of the moving target. The camera barrier coverage in an existing network deployment was analyzed in [14], [15]. An optimal subset of the camera sensors is selected for video capture, while the distance between the camera and the target is sufficiently close, and the angle between the camera view direction and the target’s face direction is within acceptable scope. The work presented in [16] studied the coverage problem with active cameras.

The camera’s pan and zoom parameters were configured to support full-view coverage with a smaller number of selected nodes. The coverage schedule leads to better utilization of the network resources. In a wireless surveillance system, the camera selection procedure also needs to consider other critical issues including how to effectively identify the target location and to coordinate the distributed sensors over the air, under limited resources.

III. VIDEO CAPTURE AND PRELIMINARY VISION TASKS

The surveillance video is recorded by the sensor node at the monitor site for further data processing and transmission. Some preliminary vision tasks can be performed by a smart camera or the integrated processing unit at the sensor node.

For the surveillance systems using fixed cameras, object detection and localization are among the most popular functions performed at the sensor node. Object detection with a fixed camera often takes advantage of the static background. A commonly used technique is background subtraction. The background image can be obtained through periodically updating the captured data [9], [17], or through adaptive background modeling based on the Gaussian Mixture Model (GMM) learning process [18], [19]. This temporal
learning process models different conditions of a pixel at a certain position as a mixture of Gaussian distributions. The weight, mean, and variance values of each Gaussian model can be updated online, and pixels not conforming to any background model are quickly detected. The adaptive learning property makes this technique suitable for real-time applications, and a variety of detection methods are developed combining other spatiotemporal processing techniques [10], [20], [21]. With the object detection results provided by two or more cameras, the 3-D object position can be localized through vision analysis using the calibrated camera parameters and the object feature correlation [5], [9], [10], [17].

When the number of sensor nodes is restricted, a pan-tilt unit (PTU) or a PTZ camera provides more flexible view coverage than the stationary camera does. A PTU camera is capable of pan and tilt movements with a fixed focus position. The camera control can be manually performed by the remote receiver through information feedback [1], [3], [4], or automatically by the source node based on the vision analysis by the integrated processing unit [5], [22], [23]. The traffic surveillance system developed at the University of North Texas [3] had an Axis 213PTZ camera and a radio device installed at each of the three control center through a daisy chain network. The operator at the control center was able to adjust the PTZ camera motion and the focal length, and to estimate the vehicle speed on a roadway parallel to the image plane.

The automatic camera control is closely related to the vision task performed by the processing unit. For example, object detection is often integrated with the camera control process. Figure 3(a) displays the PTU camera control algorithm described in [22] for object tracking. The focus $O$ denotes the projection center. The image plane is viewed down along its $y$ axis, and is projected onto the $X - Y$ world coordinate plane. $\alpha$ is the angle between the detected object center and the $X$ axis, $\theta$ is the camera angle between the image center and the $X$ axis, $f$ is the focal length, and $x_c$ the distance between the projected object center and the $X$ axis of the image plane. Only the pan control algorithm is displayed in the figure. It applies to the tilt control similarly.

In the camera control process, the camera angle $\theta$ is updated at each time instance, aiming to minimize $x_c$ and the difference between the estimated object speed and the actual object speed measured by a local tracker using the Mean Shift algorithm [24]. The exterior camera parameters
correlated to the pan and tilt movement (hand-eye calibration) were investigated in the binocular vision system introduced in [23]. In the tracking process, two PTU cameras were used to measure the distance campus sites. The traffic video was transmitted to the remote between the detected object and the image plane, as shown in Figure 3(b). The tracking region was scaled according to the estimated distance at the next detection process using the Continuously Adaptive Mean Shift Algorithm (CAMShift) algorithm [25]. To better obtain the distance information, in our binocular video surveillance system described in [26], the depth map for the entire frame is generated using a fast disparity estimation algorithm. Figure 3(c) and (d) demonstrate the binocular PTU cameras, and the tracking window adjustment using the generated depth information. The resulting 3D video data can be delivered to the receiver for further processing.

A PTU/PTZ camera is usually expensive and consumes much energy [13]. To reduce the cost and the technical complexity, some surveillance systems also used combined fixed and PTU/PTZ cameras for video capture and object tracking [5], [13], such as the systems illustrated in Figure 2(c) and (d). Under some circumstances, special lenses can be adopted to further reduce the number of cameras. For example, the ultra wide-angle FishEye and Panomorph lenses are used for panoramic or hemispherical viewing. The distorted images can be rectified using the camera parameters. The extra computation and communication resource consumption for processing the captured images can not be ignored in designing a wireless video surveillance system.

IV. VIDEO CODING AND TRANSMISSION

In a wireless video surveillance system, the captured video data are encoded and transmitted over the error prone wireless channel. Most of the current systems adopt a unicast or multicast video delivery, as shown in Table 1. Each camera output is encoded independently using well-established image or video coding standards including JPEG, JPEG2000, motion JPEG (MJPEG), MPEG and H.26x. To better adapt to typical surveillance applications, a variety of techniques has been proposed for the video coding and transmission process in WSNs.

A. OBJECT BASED UNEQUAL ERROR PROTECTION

When the communication resources are limited, an alternative to heavier compression is to implement unequal error protection (UEP) for different parts of the video data. The idea of UEP is to allocate more resources to the parts of the video sequence that have a greater impact on video quality, while spending fewer resources on parts that are less significant [27]. In the surveillance video, the moving target object is of greater interest than the background. Hence the region of interest (ROI) based UEP mechanism is a natural way to optimize resource allocation.

An object based joint source-channel coding (JSCC) method over a differentiated service network was presented in [27]. The system scheduler considered the total energy consumption and the transmission delay as the channel resource constraints for the video coding and transmission process. Discriminative coding decisions were applied to the shape packets and the texture packets in the video object coding in MPEG-4, as illustrated in Figure 4(a). Packets were selectively transmitted over different classes of service channels such that the optimal cost-distortion state was achieved under the energy and delay constraint.

The ROI based wireless video streaming system introduced in [28] adopted multiple error resilience schemes for data protection. The ROI region was assigned more resources than other areas including higher degree of forward error correction (FEC) and automatic repeat request (ARQ). For example, in the interleaving process displayed in Figure 4(b), the chessboard interleaving was performed on the ROI region with increased code rate and better error concealment result compared to the error concealment scheme with slice interleaving on background area.
estimation technique [30]. A contour free object shape coding method compatible with the SPIHT (Set Partition In Hierarchical Trees) codec [31] was introduced in [32]. In the latest H.264/AVC standard, several tools intended for error resilience like Flexible Macroblock Ordering (FMO) and Arbitrary Slice Ordering (ASO) can be used to define the ROI [33]. These interfaces enable convenient incorporation of the object based UEP mechanism into the coding process.

B. ERROR RESILIENCE

To cope with the signal distortion over the wireless channel, error resilience has been extensively studied to protect data transmission over WSNs. Some popular techniques include FEC, ARQ, adaptive modulation and coding (AMC), and channel aware resource allocation [34]–[39]. While traditional methods mainly focus on channel distortion, and are independent of the video coding process, more advanced error resilience techniques consider the end-to-end data distortion as the auxiliary information for making coding and/or transmission decisions, such as the JSCC method, the cross-layer control, and the multiple description coding. Multiple error resilience technologies have been adopted in the video codec standards H.263 and MPEG-4, as described in [39].

The JSCC method determines the coding parameters by estimating the end-to-end video distortion. In packetized video transmission over wireless networks, video compression and packet loss are two major causes for the data distortion observed by the receiver. Incorporating the packet loss information in the end-to-end distortion estimation process has been shown to be an efficient measure to improve the coding efficiency. In [34], a recursive optimal per-pixel estimate (ROPE) method was presented for the coding mode decision in block based coding process. This statistical model demonstrated a new way to adjust coding decisions according to both source coding and channel distortion. Another JSCC method introduced in [35] adopted random intra refreshing for error resilience. The source coding distortion was modeled as a function of the intra macro block (MB) refreshing rate, while the channel distortion was calculated in a similar recursive fashion as was done in [34]. This method also took into account the channel coding rate and FEC in the rate-distortion (RD) model. A further evolved type of channel aware WSN techniques that are considered efficient to deal with the packet loss is through the cross-layer control [36], [38], [40]. Both the source coding parameters and the transmission parameters are coordinated by the cross-layer controller to achieve the optimal end-to-end performance. More details about the cross-layer control mechanism will be introduced in Section IV-E. These techniques can be built upon current network protocols supporting video streaming, including TCP (Transmission Control Protocol), UDP (User Datagram Protocol), RTP (Real-time Transport Protocol)/RTCP (RTP control protocol), and RSVP (Resource ReSerVation Protocol) [41]–[43].

Another class of error resilience technique closely related to the video coding process is the multiple description coding (MDC). The main concept of MDC is to create several independent descriptions that contribute to one or more characteristics of the original signal: spatial or temporal resolution, signal-to-noise ratio (SNR), or frequency content [43]–[46]. For video coding, the subdivision is usually performed in the spatial domain or in the temporal domain, such as separating the odd and even numbered frames [47], the spatial chessboard MB decomposition [28], and the spatiotemporal slice interleaving [48]. The descriptions can be generated in a way that each description is equally important to the reconstructed content. An example of constructing four balanced descriptions using spatial down-sampling to separate odd/even numbered rows and columns is displayed in Figure 5(a) [49]. The descriptions can also be constructed with unequal importance or with UEP. The asymmetric MDC (AMDC) scheme designed in [50] used layered coding to create unbalanced descriptions for several available channels with different bandwidths and loss characteristics in a heterogeneous network. The optimal description data length and FEC code rate for each channel were determined by an AMDC controller, as shown in Figure 5(b).

MDC is considered to be an efficient measure to counteract bursty packet losses. Its robustness lies in the fact that it is unlikely the portions of the whole set of descriptions corresponding to the same part of the picture all corrupt during transmission. Each description can be independently decoded and the visual quality is improved when more descriptions are received. The compression efficiency of MDC is affected due to reduced redundancy in each description. The extra overhead is largely ignored when otherwise the complex channel coding schemes or the complex communication protocols have to be applied in the presence of high PLR. A comparison on the performance of the two description MDC coding (MD2) and the single description coding with Reed-Solomon code (SD+FEC) under the same
data rate (Foreman, CIF, 30 fps, 850 kbps) is demonstrated in Figure 6 [51]. When the mean burst length is small, and the PLR is high, the MDC schemes outperform the FEC schemes.

Due to many advantages, MDC is favorably adopted in advanced coding paradigms including scalable video coding (SVC) and distributed video coding (DVC), as will be discussed in the following subsections. These coding techniques could enhance the adaptability of the wireless surveillance systems, especially when multiple cameras are recording simultaneously and the channel resource is strictly constrained.

C. SCALABLE VIDEO CODING

The development of SVC is intended for adaptive video delivery over heterogeneous networks. The basic idea is to encode the video into a scalable bitstream such that videos of lower qualities, spatial resolutions and/or temporal resolutions can be generated by simply truncating the scalable bitstream to meet the bandwidth conditions, terminal capabilities and quality of service (QoS) requirements in streaming video applications such as video transcoding and random access [52]. An SVC bit-stream consists of a base layer and one or more enhancement layers. The SVC feature is supported in several video coding standards including MPEG-2, MPEG-4, MJPEG 2000 and H.264/AVC [53]–[56].

The quality scalability of SVC is based on the progressive refinement data, such as the higher bit planes of the transform coefficients [52], and the prediction data with coarser quantization parameters (QPs) [57], added to the base layer. The spatial scalability is achieved by generating enhancement layers using video sequences of different resolutions. The data on higher layers are predicted from a scaled version of the reconstructed data on a lower layer [58]. The temporal scalability uses hierarchical B pictures for temporal decomposition. The pictures of the coarsest temporal resolution are encoded as the base layer, and B pictures are inserted at the next finer temporal resolution level in a hierarchical manner to construct the enhancement layers [56]. To improve the coding efficiency and granularity, a combination of SNR and spatiotemporal scalabilities is often adopted [59]–[63].

Compression efficiency and computation complexity are two major concerns in SVC applications. An influential concept to achieve efficient scalable coding is Motion Compensated Temporal Filtering (MCTF) based on the wavelet lifting scheme [64]. Figure 7(a) illustrates a two-channel analysis filter bank structure of MCTF consisting of the polyphase operation, prediction and update steps [65]. The output signals $H_k$ and $L_k$ can be viewed as high-pass and low-pass bands with motion compensation (MC) that spatially aligns separated input signals $S_{2k}$ and $S_{2k+1}$ towards each other. A three-band MCTF scheme was proposed in [60] to enhance the rate adaptation to the bandwidth variations in heterogeneous networks. The MCTF scheme proposed in [62] incorporated spatial scalability to further reduce inter-layer redundancy. A frame at a certain high-resolution layer was predicted both from the up-sampled frame at the next lower resolution layer, and the temporal neighboring frames within the same resolution layer through MC. For mobile devices with constrained computational resources, the SVC coding complexity scalability was considered in the work presented in [66]. Closed-form expressions were developed to predict the complexity measured in terms of the number of motion estimation (ME) computations, such that optimized rate-distortion-complexity tradeoffs can be achieved.

The dependency between nested layers is another hindrance for the application of SVC in wireless communications. The data on an enhancement layer are decodable only when the data on depended lower resolution layers are correctly recovered. To reduce the dependency, the work introduced by Crave et al. [67] applied MDC and Wyner-Ziv (WZ) coding [68], [69] in MCTF. The coding structure is displayed in Figure 7(b). Each description contained one normally encoded subsequence and another WZ encoded subsequence. The system achieved both enhanced error resilience ability and distributed data processing.

SVC has been applied in many video streaming systems [37], [70], [71]. The rate-distortion model related to the enhancement layer truncation, drift/error propagation, and error concealment in the scalable H.264/AVC video is discussed in details in [71]. A possible application in video surveillance is the interactive view selection. The user could...
randomly access the video data at any region, resolution, and/or view direction. To enable this function in the real-time video play, random access points are devised in the coding structure to realize smooth switching between different video streams. In H.264/AVC standard, the SP/SI slices are defined to achieve identical reconstruction of temporally co-located frames in different bitstreams coded at different bit-rates without causing drift [72]. This feature is especially useful for free-viewpoint applications [70], [73], [74].

D. DISTRIBUTED VIDEO CODING

DVC refers to the video coding paradigm applying the Distributed Source Coding (DSC) technology. DSC is based on the Slepian-Wolf (SW) [75] and WZ [68] theorems. In DSC, correlated signals are captured and compressed independently by different sensors, and are jointly decoded by the receiver [83]. Due to the many advantages of distributed data processing and the inherent spatiotemporal correlation in video data, DSC is applied in video coding in order to reduce encoder complexity and to maintain desirable error resilience ability [76].

Two representative architectures of DVC for single view video coding are the PRISM (Power-efficient, Robust, high-compression, Syndrome-based Multimedia coding) [77] and the WZ coding structure [78]. In both schemes, part of the video data was compressed using the conventional intra coding method, and was prone to channel distortion. The rest was WZ encoded with coarser quantization and the error detection/correction code. At the decoder, the WZ data were restored using the correctly received intra coded data as side information. In [78], a feedback channel was adopted to request the error control information. The DISCOVER (DISTRIBUTED CODING FOR VIDEO SERVICES) project presented in [79] improved this coding structure with multiple enhancements including rate estimation and applying motion compensated temporal interpolation (MCTI) to obtain the side information. The work in [80] studied the effect of Group of Picture (GOP) size on the performance of DISCOVER with Low-Density Parity-Check (LDPC) codes for single view video coding. Based on the statistical analysis for the encoder time complexity and the RD performance, the DISCOVER encoder attained similar visual quality to the H.264/AVC encoder while the processing time was reduced by thirty percent on average. This feature makes the WZ coding scheme a competitive option for real-time video communication applications.

For multiview video coding, the inter-view correlation is also utilized by the decoder to restore the WZ data [76], [81]–[85]. The multiview DVC developed within the DISCOVER project applied both MCTI and homography compensated inter-view interpolation (HCII) in decoding [81], [76]. Similar coding structures for data processing in wavelet transform domain were reported [82]. The PRISM based multiview DVC presented in [85] incorporated disparity search (PRISM-DS) and view synthesis search in the decoding process. From the performance comparison with several simulcast coding schemes and the DISCOVER DVC scheme on visual quality under different PLR, the proposed coding scheme achieved better visual quality than the DISCOVER DVC scheme under low PLR, an average 2dB gain in PSNR when PLR < 5%. The experimental results also revealed that under low level packet loss, the conventional MPEG/H.26x codec is still superior to the DVC schemes, and the additionally introduced complexity for reducing inter-view redundancy needs to be balanced with the coding efficiency.

E. CROSS-LAYER CONTROL

In the wireless video communication system, the limited channel resources are managed through configuring the options at different layers in the network architecture, such as the coding and error control at the application layer, the congestion control and reliability protocol at the transport layer, the routing at the network layer, the contention scheme at the MAC (medium access control) layer, and the MCS at the physical layer [86]. To jointly implement the configuration procedure, the cross-layer control methodology is developed to optimize the system-level resource allocation [87]. Given the channel state information (CSI), the controller is able to coordinate decision making at different layers in order to maximize the visual quality of the received video. The general optimization framework is formulated as a distortion minimization problem under certain resource constraints, typically the delivery delay constraint [29], [36], [38], [40], [88], and the transmission power constraint [27], [89]–[91]. The video coding scheme described in [40] considered the physical layer MCS in estimating the dynamic PLR in a Rayleigh fading channel. For video streaming over multi-hop WSNs, the systems demonstrated in [36] and [38] enabled adaptive configuration for both the physical layer MCS and the link layer path selection. A priority based packet...
queuing mechanism at each sensor node is adopted in the video surveillance system designed in [29] to implement UEP for the target packets and the background packets at the transport layer. The work introduced in [88] incorporates congestion control with link adaptation for real-time video streaming over ad hoc networks. Power constraint is another consideration for energy efficient mobile devices. In [89], node cooperation is applied to optimally schedule the routing in order to minimize the energy consumption and delay. The cross-layer design presented in [90] jointly configured the physical, MAC, and routing layers to maximize the lifetime of energy-constrained WSNs. The object based video coding and transmission scheme developed in [27] performed UEP for the shape data and the texture data in the rate and energy allocation procedure. The optimal rate allocation policies introduced in [91] are developed to maximize aggregate throughput or to minimize queuing delays.

A standard formulation for the cross-layer optimization procedure can be expressed as

\[
\min \sum E\{D(\psi_1, \psi_2, \ldots, \psi_n, p)\}
\]

\[
s.t. \quad C(\psi_1, \psi_2, \ldots, \psi_n) \leq C_{\text{max}}
\]

where \(E\{D\}\) is the expected video data distortion under the system configuration set \(\psi_1, \psi_2, \ldots, \psi_n, p\) is the expected data loss over the WSN given the same configuration, \(C(\psi_1, \psi_2, \ldots, \psi_n)\) is the vector of corresponding consumed resources, and \(C_{\text{max}}\) represents the resource constraints. The most challenging part in the procedure is to accurately predict the data loss information based on the system configuration set and the collected CSI from the time varying wireless network, in order to estimate the received data distortion. In online video communication application, the computational complexity of the solution procedure is also a primary concern. Figure 8 shows a paradigm of the cross-layer optimized video streaming scheme described in [38]. A summary of above potential technologies for a wireless video surveillance system is provided in Table 3.

### V. VIDEO ANALYSIS

After transmission over the lossy channel, the video data is recovered by the receiver for observation and further analysis. In advanced video surveillance systems, two commonly studied applications are object detection and object tracking. A variety of techniques have been developed for related vision

<table>
<thead>
<tr>
<th>Video technology</th>
<th>Implementation</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object based UEP</td>
<td>Shape coding, priority queuing</td>
<td>Discriminative resource allocation</td>
<td>Extra computation for ROI detection and processing</td>
</tr>
<tr>
<td>Error resilience</td>
<td>FEC, ARQ, MDC, JSCC, cross-layer control</td>
<td>Better error control with CSI</td>
<td>Increased complexity for CSI collection and distortion estimation</td>
</tr>
<tr>
<td>Scalable video coding</td>
<td>Quality/spatial/temporal scalability</td>
<td>Rate adaptivity</td>
<td>Coding efficiency and complexity, dependence between layers</td>
</tr>
<tr>
<td>Distributed video coding</td>
<td>Single view/multiview DVC</td>
<td>Low encoding complexity</td>
<td>Deteriorated video quality</td>
</tr>
</tbody>
</table>
tasks. For example, with fixed cameras, object detection takes advantage of static background. A popular technique is the background subtraction based on a Gaussian Mixture Model [18]. This temporal learning process models different conditions of a pixel at certain positions as a mixture of Gaussian distributions. The weight, mean, and variance values of each Gaussian model can be updated online, and pixels not conforming to any background model are quickly detected. The adaptive learning property makes this technique suitable for real-time applications [20], [21], [92]. Other detection methods include the region segmentation based graph cut [93], edge detection based variational level set [94], and compressive sensing [95].

With active cameras such as PTZ cameras, the detection method needs to consider the changing background in the recorded video. The feature point matching algorithm has been widely studied for the purpose of robust object detection and tracking, including the scale invariant feature transform [96], and the kernel filtering algorithm [97]. These point matching methods are costly to implement and hence are not suitable for real-time applications. The RANSAC (Random SAmple Consensus) algorithm is often adopted for fast implementation of the point matching process [98], [99]. In the video object detection scheme presented in [99], the moving target is detected through subtracting the background image synthesized by the homography-RANSAC algorithm, which is based on the special property of the PTU camera movement. The object detection procedure is illustrated in Figure 9.

Another well known motion detection technique under dynamic scene is the optical flow [100]. The affine transformation between consecutive frames is estimated such that the motion area not conforming to the transformation stands out. Real-time computation of optical flow was presented in [101]. In [102], the disparity information was combined with optical flow for binocular view object tracking. Other popular methods for dynamic object tracking include Lucas-Kanade-Tomasi tracker [103], Mean Shift [24], level set contour [104], and the techniques fusing multiple properties of the video data [105], [106]. In multiview object detection/tracking, the problem of object correspondence in different view was discussed in [17], [107]. The camera control algorithm based on the object detection result was also rigorously studied for tracking with active cameras [22], [70].

Other vision technologies, such as super resolution [108], view synthesis [109], and 3D model reconstruction [110], can be possibly applied to a video surveillance system. However, most of these technologies are either based on undistorted video data, or are independent of the error control procedure at the transmitter. The impact of video compression on RD performance was considered in several vision applications for optimal source coding decisions at the transmitter, including view synthesis [111], [112], object tracking [113], and super resolution [114]. Some JSCC schemes were embedded in the coding structure for optimal resource allocation based on the end-to-end distortion estimation [27], [35], [115]–[117]. The channel distortion model for more complex vision applications remains a challenging research topic.

VI. OTHER ISSUES
Data security is an important issue in secret communications in sensor networks [118]. For video data, the encryption can be performed on the compressed bitstream using well established cryptographic algorithms, such as the built-in authentication and AES (Advanced Encryption Standard) encryption defined in the IEEE 802.16/WiMax standard [119]. For a large amount of video data, the resource allocated for security protection has to be balanced with the error control effort supported by the wireless communication system, in order to achieve the optimal end-to-end secrecy.

The encryption can also be performed within the coding process using the video scrambling technique [120], without adverse impact on error resilience. Moreover, video watermarking has been proved to be an efficient measure for data protection and authentication in WSNs [121], [122]. These security measures often come with the reduced coding efficiency, and the requirement of more advanced error concealment techniques for recovering the corrupted video.

Privacy is another issue gaining increasing attention in video surveillance systems [123]. A major concern regarding this issue is that some contents of the surveillance video, such as those involving personal identity, are inappropriate or illegal to be displayed directly in front of the audience. Current methods applied to address this issue are based on object detection techniques [124], especially the facial recognition techniques. The content-aware coding method proposed in [125] utilized the spatial scalability features of the JPEG XR (JPEG extended range) codec for face masking. The face regions were detected and scrambled in the transform domain. In another shape coding scheme [126], the object region was
encrypted independently in the SPIHT based coding process, with enhanced coding efficiency compared to the contour based block coding in MPEG-4. The implementation of privacy measures in a real-time surveillance application could be very difficult, as the prerequisite to identify the sensitive content or to detect the unusual event is a challenging task itself.

VII. CONCLUSION

Wireless video surveillance is popular in various visual communication applications. IMS Research has predicted that the global market for wireless infrastructure gear used for video surveillance applications will double up from 2011 to 2016 [127]. This paper presents a survey on the technologies dedicated to different functional modules of a video surveillance system. A comprehensive system design would require interdisciplinary study to seamlessly incorporate different modules into an optimal system-level resource allocation framework. While the advanced WSN infrastructure provides a strong support for surveillance video communications, new challenges are emerging in the process of compressing and transmitting large amounts of video data, and in the presence of run time and energy conservation requirements for mobile devices. Another trend in this field is the 3D signal processing technology in more advanced multiview video surveillance. The wireless communication environment posts greater difficulty for this kind of applications. How to efficiently estimate the distortion for the dedicated vision task at the receiving end using the compressed and concealed video data is essential to the system performance.
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