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ABSTRACT Eye-gaze detection and tracking have been an active research field in the past years as it
adds convenience to a variety of applications. It is considered a significant untraditional method of human
computer interaction. Head movement detection has also received researchers’ attention and interest as it
has been found to be a simple and effective interaction method. Both technologies are considered the easiest
alternative interface methods. They serve a wide range of severely disabled people who are left with minimal
motor abilities. For both eye tracking and head movement detection, several different approaches have been
proposed and used to implement different algorithms for these technologies. Despite the amount of research
done on both technologies, researchers are still trying to find robust methods to use effectively in various
applications. This paper presents a state-of-art survey for eye tracking and head movement detection methods
proposed in the literature. Examples of different fields of applications for both technologies, such as human-
computer interaction, driving assistance systems, and assistive technologies are also investigated.

INDEX TERMS Eye tracking, eye detection, head movement detection.

I. INTRODUCTION
Eyes and their movements are important in expressing a per-
son’s desires, needs and emotional states [1]. The significance
of eye movements with regards to the perception of and
attention to the visual world is certainly acknowledged since
it is themeans bywhich the information needed to identify the
characteristics of the visual world is gathered for processing
in the human brain. Hence, robust eye detection and tracking
are considered to play a crucial role in the development
of human-computer interaction, creating attentive user inter-
faces and analyzing human affective states.

Head movement is also found to be a natural, simple and
effective way of pointing to objects, interaction and commu-
nication. Thus, head movement detection has received signif-
icant attention in recent research. One of the various purposes
for head movement detection and tracking is to allow the user
to interact with a computer. It also provides the ability to
control many devices by mapping the position of the head
into control signals.

Eye tracking and head movement detection are widely
investigated as alternative interface methods. They are con-
sidered to be easier to use than other methods such as voice
recognition or EEG/ECG signals. They also have achieved
higher accuracy and performance. In addition, using eye

tracking or head movement detection as alternative inter-
face, control or communication methods is beneficial for a
wide range of severely disabled people who are left with
minimal ability to perform voluntary motion. Eye and head
movements are the least affected by disabilities because,
for example, spinal cord injuries do not affect the abil-
ity to control them, as they are directly controlled by the
brain. Combining eye tracking and head movement detec-
tion can provide a larger number for possible control com-
mands to be used with assistive technologies such as a
wheelchair.
There are many approaches introduced in literature focus-

ing on eye tracking. They can be used as a base to develop
an eye tracking system which achieves the highest accuracy,
best performance and lowest cost.
Head movement detection has been receiving growing

interest as well. There are many proposed approaches. Some
approaches may be implemented using low computational
hardware such as a microcontroller due to the simplicity of
the used algorithm.
This paper presents a survey of different eye tracking and

headmovement detection techniques reported in the literature
along with examples of various applications employing these
technologies.

VOLUME 1, 2013 2168-2372 
 2013 IEEE 2100212



Al-Rahayfeh and Faezipour: Eye Tracking and Head Movement Detection

The rest of the paper is outlined as follows. Different meth-
ods of eye tracking are investigated in Section II. Fields of
applications for eye tracking are described briefly in Section
III. Section IV discusses several head movement detection
algorithms and the applications of this technology are pre-
sented in Section V. Systems which use a combination of
eye tracking and head movement detection are described
in Section VI. Some of the commercial products of eye
tracking and head movement detection are presented in VII.
The results of using the investigated eye tracking and head
movement detection algorithms are reported in Section VIII.
Finally, Section IX draws the conclusions.

II. EYE TRACKING
The geometric and motion characteristics of the eyes are
unique which makes gaze estimation and tracking impor-
tant for many applications such as human attention analysis,
human emotional state analysis, interactive user interfaces
and human factors.

There are many different approaches for implementing eye
detection and tracking systems [2]. Many eye tracking meth-
ods were presented in the literature. However, the research
is still on-going to find robust eye detection and tracking
methods to be used in a wide range of applications.

A. SENSOR-BASED EYE TRACKING (EOG)
Some eye tracking systems detect and analyze eye move-
ments based on electric potentials measured with electrodes
placed in the region around the eyes. This electric signal
detected using two pairs of electrodes placed around one eye
is known as electrooculogram (EOG). When the eyes are in
their origin state, the electrodes measure a steady electric
potential field. If the eyes move towards the periphery, the
retina approaches one electrode and the cornea approaches
the other. This changes the orientation of the dipole and
results in a change in the measured EOG signal. Eye move-
ment can be tracked by analyzing the changes in the EOG
signal [3].

B. COMPUTER-VISION-BASED EYE TRACKING
Most eye tracking methods presented in the literature use
computer vision based techniques. In these methods, a cam-
era is set to focus on one or both eyes and record the eye
movement. Themain focus of this paper is on computer vision
based eye detection and gaze tracking.

There are two main areas investigated in the field of com-
puter vision based eye tracking. The first area considered is
eye detection in the image, also known as eye localization.
The second area is eye tracking, which is the process of
eye gaze direction estimation. Based on the data obtained
from processing and analyzing the detected eye region, the
direction of eye gaze can be estimated then it is either used
directly in the application or tracked over subsequent video
frames in the case of real-time eye tracking systems.

Eye detection and tracking is still a challenging task, as
there are many issues associated with such systems. These

issues include degree of eye openness, variability in eye size,
head pose, etc. Different applications that use eye track-
ing are affected by these issues at different levels. Several
computer-vision-based eye tracking approaches have been
introduced.

1) PATTERN RECOGNITION FOR EYE TRACKING
Different pattern recognition techniques, such as template
matching and classification, have proved effective in the field
of eye tracking. Raudonis et al. [4] used principal component
analysis (PCA) to find the first six principal components
of the eye image to reduce dimensionality problems, which
arise when using all image pixels to compare images. Then,
Artificial Neural Network (ANN) is used to classify the
pupil position. The training data for ANN is gathered during
calibration where the user is required to observe five points
indicating five different pupil positions. The system requires
special hardware which consists of glasses and a single head-
mounted camera and thus might be disturbing to the patient
as it is in their field of view. The use of classification slows
the system and hence it requires some enhancements to be
applicable. In addition, the system is not considered a real-
time eye tracking system. The proposed algorithm was not
tested on a known database which means the quality of the
system might be affected by changes in lighting conditions,
shadows, distance of the camera, the exact position in which
the camera is mounted, etc. The algorithm requires processing
which cannot be performed by low computational hardware
such as a microcontroller.
Tang and Zhang [5] suggested a method that uses the

detection algorithm combined with gray prediction to serve
eye tracking purposes. The GM(1,1) model is used in the
prediction of the location of an eye in the next video frame.
The predicted location is used as the reference for the region
of eye to be searched. The method uses low-level data in the
image in order to be fast but there are no experimental results
evaluating the performance of the method.
Kuo et al. [6] proposed an eye tracking system that uses the

particle filter which estimates a sequence of hidden param-
eters depending on the data observed. After detecting pos-
sible eyes positions, the process of eye tracking starts. For
effective and reliable eye tracking, the gray level histogram
is selected as the characteristics of the particle filter. Using
low-level features in the image makes it a fast algorithm.
High accuracy is obtained from the system; however, the real-
time performance was not evaluated, the algorithm was tested
on images not videos and the images were not taken from
a known database and, thus, the accuracy and performance
of the algorithm may decrease when utilized in a real-world
application.
Lui et al. [7] suggested a fast and robust eye detection

and tracking method which can be used with rotated facial
images. The camera used by the system is not head mounted.
A Viola-Jones face detector, which is based on Haar fea-
tures, is used to locate the face in the whole image. Then,
Template Matching (TM) is applied to detect eyes. Zernike
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Moments (ZM) is used to extract rotation invariant eye char-
acteristics. Support Vector Machine (SVM) is used to classify
the images to eye/non-eye patterns. The exact positions of
the left and right eyes are determined by selecting the two
positions having the highest values among the found local
maximums in the eye probability map. Detecting the eye
region is helpful as a pre-processing stage before iris/pupil
tracking. Especially, it allows for eye detection in rotated
facial images. This work presented a simple eye tracking
algorithm but the results of the method evaluation were not
reported and thus the proposed eye tracking method is weak
and not usable.

Hotrakool et al. [8] introduced an eye tracking method
based on gradient orientation pattern matching along with
automatic template updates. Themethod detects the iris based
on low level features and motion detection between subse-
quent video frames. The method can be used in applica-
tions that require real-time eye tracking with high robustness
against change in lighting conditions during operation. The
computational time is reduced by applying down-sampling on
the video frames. The method achieves high accuracy. How-
ever, the experiments were performed on videos of a single
eye, which eliminates all surrounding noise, and a known
database was not used. The method detects the iris but does
not classify its position. The method requires minimal CPU
processing time among other real-time eye tracking methods
investigated in this survey. The motion detection approach
discussed in this paper is worth being considered in new
algorithms to obtain the minimal required CPU processing
time in eye tracking applications.

Yuan and Kebin [9] presented Local and Scale Integrated
Feature (LoSIF) as a new descriptor for extracting the features
of eye movement based on a non-intrusive system, which
gives some tolerance to headmovements. The feature descrip-
tor uses two-level Haar wavelet transform, multi-resolution
characteristics and effective dimension reduction algorithm,
to find the local and scale eye movement features. Support
Vector Regression is used inmapping between the appearance
of the eyes and the gaze direction, which correspond to each
eye’s appearance. The focus of this method is to locate the eye
without classifying its position or gaze direction. The method
was found to achieve high accuracy in iris detection, which
makes this method useful in iris detection and segmentation
which is important for eye tracking. However, the real-time
performance was not evaluated.

Fu and Yang [10] proposed a high-performance eye track-
ing algorithm in which two eye templates, one for each
eye, are manually extracted from the first video frame for
system calibration. The face region in a captured frame is
detected and a normalized 2-D cross-correlation is performed
for matching the template with the image. Eye gaze direction
is estimated by iris detection using edge detection and Hough
circle detection. They used their algorithm to implement a
display control application. However, it has an inflexible
calibration process. The algorithm was not tested on a variety
of test subjects and the results were not clearly reported which

FIGURE 1. Corneal reflection points [12].

requires the algorithm to be investigated carefully before
choosing to implement it.
Mehrubeoglu et al. [11] introduced an eye detection and

tracking system that detects the eyes using templatematching.
The system uses a special customized smart camera which is
programmed to continuously track the user’s eye movements
until the user stops it. Once the eye is detected, the region
of interest (ROI) containing only the eye is extracted with
the aim of reducing the processed region. From their work,
it can be concluded that it is a fast eye tracking algorithm
with acceptable performance. The algorithm could be a nice
feature to be added to modern cameras. A drawback is that
the experiments were not performed using a database con-
taining different test subjects and conditions, which reduces
the reliability of the results. In addition, the algorithm locates
the coordinates but does not classify the eye gaze direction to
be left, right, up or down.

2) EYE TRACKING BASED ON CORNEAL REFLECTION POINTS
Many computer vision based eye trackers use light reflection
points on the cornea to estimate the gaze direction. Figure 1
shows the corneal reflection points in an eye image [12].
Another name for eye images containing corneal reflection
points is Purkinje Image. When using this approach, the vec-
tor between the center of the pupil and the corneal reflections
is used to compute the gaze direction. A simple calibration
procedure of the individual is usually needed before using the
eye tracker [2–12].
Yang et al. [13] proposed a scheme which employs gray

difference between the face, pupils and corneal reflection
points for eye detection. The proposed scheme was tested
under a cross-ratio-invariant-based eye tracking system. The
test included users wearing glasses and other accessories
and the results showed the ability of the system to elimi-
nate the optical reflective effect of accessories and glasses.
The scheme first prepares for gaze tracking by a prepro-
cessing stage applied on cropped faces. This is particularly
useful in applications which use a very close camera. The
results are not detailed and not performed on a database
containing various test subjects under different conditions
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which makes the algorithm weak when considered for use
in real-world applications. In addition, the required CPU
time was not addressed and thus the algorithm needs opti-
mization to determine whether it works in real-time applica-
tions.

Yang et al. [14] presented an algorithm based on the differ-
ence in the gray level of the pupil region and the iris region.
The image of the eye region is binarized and an estimate posi-
tion of the pupil is detected. The exact position of the pupil
is found by the vertical integral projection and the horizontal
integral projection. The projection area contains the corneal
glints and the pupil. The gray level of the pixels representing
reflection points is the highest among all pixels. To apply
their presented gaze tracking method, the points of corneal
reflection must have known coordinates. The system uses
hardware which adds limitations and inflexibility for pupil
detection. The algorithm was tested on images containing a
part of the face. It needs to be applied on different test subjects
to prove the accuracy and performance of the algorithm. The
required CPU time was not reported which does not make
the algorithm feasible for adoption in real-time applications.
However, the experiments showed that the algorithm achieves
reasonably high accuracy.

3) EYE TRACKING BASED ON SHAPE
Another approach for eye detection and tracking is to find the
location of the iris or the pupil based on their circular shape
or using edge detection.

Chen and Kubo [15] proposed a technique where a
sequence of face detection and Gabor filters is used. The
potential face regions in the image are detected based on
skin color. Then, the eye candidate region is determined
automatically using the geometric structure of the face. Four
Gabor filters with different directions (0, π /4, π /2, 3π /4) are
applied to the eye candidate region. The pupil of the eye does
not have directions and thus, it can be easily detected by
combining the four responses of the four Gabor filters with a
logical product. The system uses a camera which is not head-
mounted. The accuracy of the algorithm is not investigated
and the required CPU time is not mentioned which does
not make the algorithm preferable for real-world applications
compared to other algorithms.

Kocejko et al. [16] proposed the Longest Line Detection
(LLD) algorithm to detect the pupil position. This algorithm
is based on the assumption that the pupil is arbitrary circular.
The longest vertical and horizontal lines of the pupil are
found. The center of the longest line among the vertical and
horizontal lines is the pupil center. The proposed eye tracking
system requires inflexible hardware which requires relatively
difficult installation. The accuracy is not discussed and the
performance of the system might be affected by changes in
illumination, shadows, noise and other effects because the
experiments were performed under special conditions and did
not use a variety of test samples in different conditions.

Khairosfaizal and Nor’aini [17] presented a straightfor-
ward eye tracking system based on mathematical Circular

Hough transform for eye detection applied to facial images.
The first step is detecting the face region which is performed
by an existing face detection method. Then the search for
the eye is based on the circular shape of the eye in a two-
dimensional image. Their work added value to academic
research but not to real-world applications.
Pranith and Srikanth [18] presented amethodwhich detects

the inner pupil boundary by using Circular Hough transfor-
mation whereas the outer iris boundary is detected by circular
summation of intensity from the detected pupil center and
radius. This algorithm can be used in an iris recognition
system for iris localization because it is applied to cropped
eye images. However, it needs further analysis to obtain
its accuracy and real-time performance by applying it on a
database containing variant images.
Sundaram et al. [19] proposed an iris localization method

that identifies the outer and inner boundaries of the iris. The
procedure includes two basic steps: detection of edge points
and Circular Hough transform. Before these steps are applied,
bounding boxes for iris region and pupil area are defined
to reduce the complexity of the Hough transform as it uses
a voting scheme that considers all edge points (xi, yi) over
the image for all possible combinations of center coordinates
(x0, y0) and different possible values of the radius r . The algo-
rithm is applicable in applications where a camera close to the
eye is used such as in iris recognition systems. The algorithm
was tested on the UBIRIS database, which contains images
with different characteristics like illumination change. The
algorithm is relatively fast when compared to non real-time
applications but it is not suitable for real-time eye tracking
due to its complexity.
Alioua et al. [20] presented an algorithm that handles an

important part of eye tracking, which is analyzing eye state
(open/closed) using iris detection. Gradient image is used to
mark the edge of the eye. Horizontal projection is then com-
puted for the purpose of detecting upper and lower boundaries
of the eye region and the Circular Hough transform is used for
iris detection. This algorithm can be useful in eye blinking
detection, especially since the possible output classes are
limited: open, closed or not an eye. When used in a control
application, it can increase the number of possible commands.
Due to its importance, the algorithm is required to be fast but
no required CPU time wasmentioned, although indicating the
required CPU time could be useful.

4) EYE TRACKING USING DARK AND BRIGHT PUPIL EFFECT
There are two illumination methods used in the literature for
pupil detection: the dark pupil and the bright pupil method. In
the dark pupil method, the location of a black pupil is deter-
mined in the eye image captured by the camera. This causes
some issues when the user has dark brown eyes because
of the low contrast between the brown iris and the black
pupil. The bright pupil method uses the reflection of infrared
light from the retina which makes the pupil appear white
in the eye image. Figure 2 shows the dark and bright pupil
effect.
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FIGURE 2. (a) Dark and (b) Bright pupil effects [2].

Yoo et al. [21] proposed using cross-ratio-invariance for
a gaze tracking algorithm. The proposed algorithm has been
found to achieve very low accuracy. To enhance it, a virtual
plane tangent to the cornea is added. The enhancement did not
solve all issues as the system remains complex due to using
two cameras to obtain the difference between dark and bright
pupil images for pupil position detection [22].

5) EYE TRACKING USING EYE MODELS
Eye models can be used for eye tracking. Zhu and Ji [23]
proposed two new schemes to allow natural head movement
for eye tracking and minimize the calibration of the eye track-
ing system to only once for each new user. The first scheme
estimates the 3-D eye gaze directly. The cornea of the eye is
modeled as a convex mirror. Based on the characteristics of
a convex mirror, the eye’s 3-D optic axis is estimated. The
visual axis represents the actual 3-D eye gaze direction of
the user. It is determined after knowing the angle deviation
between the visual axis and optic axis in calibration. The
second scheme does not require estimating the 3-D eye gaze,
and the gaze point can be determined implicitly using a gaze
mapping function. The gaze mapping function is updated
automatically upon head movement using a dynamic com-
putational head compensation model. The proposed schemes
require medical and physical background as well as image
processing techniques. The schemes are complex and hence
they are not applicable for real-time eye tracking. It would be
beneficial if the used algorithms, equations and phases were
optimized. In addition, the system uses inflexible hardware
which is not preferred in real applications. The schemes were
not tested on a database containing various test subjects and
conditions.

6) HYBRID EYE TRACKING TECHNIQUES
A mix of different techniques can be used for eye tracking.
Huang et al. [24] suggested an algorithm to detect eye pupil
based on intensity, shape, and size. Special Infrared (IR)
illumination is used and thus, eye pupils appear brighter than
the rest of the face. The intensity of the eye pupil is used
as the primary feature in pupil detection. However, some
other bright objects might exist in the image. To separate the
pupil from bright objects existing in the image, other pupil
properties can be used, such as pupil size and shape. Support
Vector Machine is used to locate the eye location from the
detected candidates. The used hardware, including the IR
LEDs and the IR camera, is not expensive. The algorithm

has been used in a driver fatigue detection application. The
algorithm can be considered a new beginning for real-time
eye tracking systems if it is tested further with different test
subjects and different classification functions in order to reach
the most optimized eye algorithm. The required CPU time
was not mentioned although it is important in driver fatigue
detection applications as they are real-time applications.
Using a corneal reflection and energy controlled iterative

curve fitting method for efficient pupil detection was pro-
posed by Li and Wee [12]. Ellipse fitting is needed to acquire
the boundary of the pupil based on a learning algorithm
developed to perform iterative ellipse fitting controlled by a
gradient energy function. This method uses special hardware
which has been implemented specifically for this algorithm.
It has been used in a Field-of-View estimation application and
can be used in other applications.
Coetzer and Hancke [25] proposed a system for eye track-

ing which uses an IR camera and IR LEDs. It captures the
bright and dark pupil images subsequently such that they are
effectively the same image but each has been taken in different
illumination conditions. Two groups of infrared LEDs are
synchronized with the IR camera. The first is placed close
to the camera’s lens to obtain the bright pupil effect and the
second about 19.5 cm away from the lens, to produce the
dark pupil effect. The images are then subtracted from each
other and a binary image is produced by thresholding the
difference. This technique has been presented by Hutchinson
[26]. The binary image contains white blobs that are mapped
to the original dark pupil image. The sub-images that result
from the mapping are potential eye candidates. The possible
eye candidate sub-images are classified into either eyes or
non-eyes. Artificial neural networks (ANN), support vector
machines (SVM) and adaptive boosting (AdaBoost) have
been considered as classification techniques in this work. The
system is ready for further improvements and enhancements.
It was utilized in a driver fatigue monitoring system. It does
not require calibration for each user because it uses a dataset
for training and feature extraction. The best features to be
used and flexible hardware implementation can be investi-
gated further in order to make the algorithm a part of a bigger
eye tracking system or eye location classification system. The
images used in experiments were eye images after the back-
ground and noise were eliminated. This reduces the expecta-
tions of this algorithm performance in real applications.

III. EYE TRACKING APPLICATIONS
The field of research in eye tracking has been very active due
to the significant number of applications that can benefit from
robust eye tracking methods. Many application areas employ
eye tracking techniques. In the following, some of these areas
are described.

A. EYE CONTROL FOR ACCESSIBILITY AND ASSISTIVE
TECHNOLOGY
People who have lost the control over all their muscles and
are no longer able to perform voluntary movements as a
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result of diseases or accidents can benefit widely from eye
tracking systems to interact and communicate with the world
in daily life. Eye tracker systems provide many options for
these individuals such as an eye-typing interface that could
have text-to-speech output. They also enable eye-control,
including directing electric wheelchairs or switching on the
TV or other devices.

Human computer interaction with graphical user interface
actions or events may be classified into two main cate-
gories [27]:

• Pointing: moving the pointer over an object on the screen
such as text or icon on the screen;

• Selection: action interpreted as a selection of the object
pointed to.

Kocejko et al. [16] introduced the ‘‘Eye Mouse’’ which
people with severe disabilities can use. The mouse cursor
position is determined based on the acquired information
about the eye position towards the screen which provides the
ability to operate a personal computer by people with severe
disabilities.

Raudonis et al. [4] dedicated their eye tracking system to
the assistance of people with disabilities. The system was
used with three on-line applications. The first controls a
mobile robot in a maze. The second application was ‘‘Eye
Writer’’ which is a text-writing program. A computer game
was the third application.

Fu and Yang [10] suggested employing information
obtained from tracking the eye gaze to control a display based
on video. Eye gaze is estimated and the display is controlled
accordingly.

Lupu et al. [27] proposed ‘‘Asistsys’’ which is a commu-
nication system for patients suffering from neuro-locomotor
disabilities. This system assists patients in expressing their
needs or desires.

B. E-LEARNING
E-learning systems are computer-based teaching systems and
are now very common. However, despite the fact that users
are usually accustomed to machine interactions, the learning
experience can be quite different. In particular, the ‘‘emo-
tional’’ part is significant in the interaction between teacher
and learner and it is missing in computer based learning
processes.

Calvi et al. [28] presented ‘‘e5Learning’’ which is an e-
learning environment that exploits eye data to track user
activities, behaviors and emotional or ‘‘affective’’ states. Two
main user states were considered: ‘‘high workload or non-
understanding’’ and ‘‘tiredness.’’ The author/teacher of the
course is able to decide the duration the user should look at
certain parts of the course content, whether this content was
textual or non-textual.

Porta et al. [29] sought to build an e-learning platform
which determines whether a student is having difficulty
understanding some content or is tired or stressed based on
the interpreted eye behavior.

C. CAR ASSISTANT SYSTEMS
Research is done on applying eye tracking methods in the
vehicle industry with the aim of developing monitoring and
assisting systems used in cars. For example, an eye tracker
could be used in cars to warn drivers when they start getting
tired or fall asleep while driving.
Driver fatigue can be detected by analyzing blink threshold,

eye state (open/closed) and for how long the driver’s gaze
stays in the same direction. Many eye tracking methods were
used in this area of application [24, 25, 30].

D. IRIS RECOGNITION
Iris recognition is being widely used for biometric authen-
tication. Iris localization is an important and critical step
upon which the performance of an iris recognition system
depends [18–19].

E. FIELD OF VIEW ESTIMATION
Another interesting application of eye tracking systems is that
these systems can serve as an effective tool in optometry
to assist in identifying the visual field of any individual,
especially identifying blind spots of vision.
Li and Wee [12] used eye tracking to estimate the field of

view to be used for augmented video/image/graphics display.

IV. HEAD MOVEMENT DETECTION
The increased popularity of the wide range of applications
of which head movement detection is a part, such as assis-
tive technology, teleconferencing and virtual reality, have
increased the size of research aiming to provide robust and
effective techniques of real-time head movement detection
and tracking.
During the past decade, the field of real-time head move-

ment detection has received much attention from researchers.
There are many different approaches for head pose estima-
tion. All investigated methods require high computational
hardware and cannot be implemented using low computa-
tional hardware such as a microcontroller.

A. COMPUTER-VISION-BASED HEAD MOVEMENT
DETECTION
One approach for head movement detection is computer
vision-based. Liu et al. [31] introduced a video-based tech-
nique for estimating the head pose and used it in a good image
processing application for a real-world problem; attention
recognition for drivers. It estimates the relative pose between
adjacent views in subsequent video frames. Scale-Invariant
Feature Transform (SIFT) descriptors are used in matching
the corresponding feature points between two adjacent views.
After matching the corresponding feature points, the relative
pose angle is found using two-view geometry. With this
mathematical solution, which can be applied in the image-
processing field in general, the x, y, and z coordinates of the
head position are determined. The accuracy and performance
of the algorithm were not highlighted in the work and thus
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more work is needed to prove this algorithm to be applicable
in real applications.

Murphy-Chutorian and Trivedi [32] presented a static
head-pose estimation algorithm and a visual 3-D tracking
algorithm based on image processing and pattern recognition.
The two algorithms are used in a real-time system which
estimates the position and orientation of the user’s head. This
system includes three modules to detect the head; it provides
initial estimates of the pose and tracks the head position and
orientation continuously in six degrees of freedom. The head
detection module uses Haar-wavelet Adaboost cascades. The
initial pose estimation module uses support vector regression
(SVR) with localized gradient orientation (LGO) histograms
as its input. The trackingmodule estimates the 3-Dmovement
of the head based on an appearance-based particle filter.
The algorithm was used to implement a very good driver
awareness monitoring application based on head pose esti-
mation. Using this algorithm in real-world applications will
be effective for applications similar to a driver awareness
monitoring system. It needs more software solution optimiza-
tion before implementing in real applications. This algorithm
can be considered to be a good addition to head tracking
systems.

Kupetz et al. [33] implemented a head movement tracking
system using an IR camera and IR LEDs. It tracks a 2 × 2
infrared LED array attached to the back of the head. LED
motion is processed using light tracking based on a video
analysis technique in which each frame is segmented into
regions of interest and the movement of key feature points is
tracked between frames [34]. The system was used to control
a power wheelchair. The system needs a power supply for
the LEDs which could be wired or use batteries. The system
can be improved to detect the maximum possible unique
head movements to be used in different applications. It needs
more experiments to prove its accuracy in addition to more
theoretical proofs.

Siriteerakul et al. [35] proposed an effective method that
tracks changes in head direction with texture detection in ori-
entation space using low resolution video. The head direction
is determined using a Local Binary Pattern (LBP) to compare
between the texture in the current video frame representing
the head image and several textures estimated by rotating the
head in the previous video frame by some known angles. The
method can be used in real-time applications. It can only find
the rotation with respect to one axis while the others are fixed.
It can determine the rotation with respect to the yaw axis (left
and right rotations) but not neck flexion.

Song et al. [36] introduced a head and mouth track-
ing method using image processing techniques where the
face is first detected using an Adaboost algorithm. Then,
head movements are detected by analyzing the location of
the face. Five head motions were defined as the basis of
head movements. The geometric center of the detected face
area is calculated and considered to be the head’s central
coordinates. These coordinates can be analyzed over time
to trace the motion of the head. The used camera is not

head-mounted. The method was found to be fast, which
makes it applicable in simple applications for people with
disabilities. However, the accuracy and performance of the
method were not reported.
Jian-zheng and Zheng [37] presented a mathematical

approach using image processing techniques to trace head
movements. They suggested that the pattern of the head
movements can be determined by tracing face feature points,
such as nostrils, because the movements of the feature point
and themovements of the head do not varywidely. Tracing the
feature point with the Lucas-Kanade (LK) algorithm is used
to find the pattern of head movements. GentleBoost classi-
fiers are trained to use the coordinates of the nostrils in a video
frame to identify the head direction. This technique is very
appropriate for academic research as it is theoretically proved
but it requires more testing and experiments on different test
subjects and a known database containing variant samples in
order to prove its reliability in applications.
Zhao and Yan [38] proposed a head orientation estimation

scheme based on pattern recognition and image process-
ing techniques. It uses artificial neural networks to classify
head orientation. The face is first detected by adopting the
YCbCr skin detection method. Then k key points that rep-
resent different head orientations are extracted and labeled.
The coordinates and local textures of the labeled key points
are used as the input feature vector of the neural networks.
Head orientation estimation systemsmust have high real-time
performance to be applicable in real-time applications. This
scheme needs more optimization to be closer to real-time
applications.
Berjón et al. [39] introduced a system which com-

bines alternative Human-Computer Interfaces including head
movements, voice recognition and mobile devices. The head
movement detection part uses an RGB camera and image
processing techniques. It employs a combination of Haar-
like features and an optical flow algorithm. Haar-like features
are used in detection of the position of the face. The optical
flow detects the changes occurring in the position of the
face detected within the image. The analysis for the sys-
tem is shallow and did not provide any mathematical proofs
or experimental tests to survive in real-world application
fields.
Zhao et al. [40] presented another head movement detec-

tion method based on image processing which also used the
Lucas-Kanade algorithm. In order to identify head move-
ments accurately, the face is first detected, then the nostrils
are located and the Lucas-Kanade algorithm is used to track
the optical flow of the nostrils. However, the face position
in the video may be approximate and, thus, the coordinates
of the feature points might not reflect the head movement
accurately. Therefore, they used inter-frame difference in
the coordinate of feature points to reflect the head move-
ment. This approach is applicable in head motion recognition
systems and it is considered to be fast. More experiments
are required using datasets which contain different subjects
and cases in order to be considered as an option for real
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applications, especially since it ignored the challenges of
different camera angles of view and normal noise challenges.

Xu et al. [41] presented a method which recovers 3-D
head pose video with a 3-D cross model in order to track
continuous head movement. The model is projected to an
initial template to approximate the head and is used as a
reference. Full head motion can then be detected in video
frames using the optical flow method. It uses a camera that
is not head-mounted. It can be considered a high complexity
algorithm which is useful in academic research fields and
further research can be done based on the findings of this work
and possible applications may be suggested.

B. ACOUSTIC-SIGNAL-BASED METHODS
Some head direction estimation systems localize the user’s
voice source (i.e. their mouth) to estimate head direction.

Sasou [42] proposed an acoustic-based head direction
detection method. The method uses a microphone array that
can localize the source of the sound. In each head orientation,
the localized positions of the sounds generated by the user
are distributed around unique areas that can be distinguished.
Hence, if the boundaries between these unique areas are
defined, the head direction can be estimated by determining
which area corresponds to the generated sound. The work
introduced a novel power wheelchair control system based on
head orientation estimation. The system was enhanced with
noise removal using backmicrophones. In real-world applica-
tions, this algorithm is very limited and can detect only three
movements. Thus, it needs to be combined with other alter-
native control methods to increase the number of commands
available to control the chair. In addition, it needs more tests
and experimental analysis to prove the reliability and usability
of the system, especially with the noise in the real world.

C. ACCELEROMETER AND GYRO-SENSOR BASED
METHODS
Many sensors such as gyroscopes and accelerometers can be
used in head movement detection systems to obtain informa-
tion on head movements.

King et al. [43] implemented a hands-free head movement
classification system which uses pattern recognition tech-
niques with mathematical solutions for enhancement. A Neu-
ral Network with the Magnified Gradient Function (MGF)
is used. The MGF magnifies the first order derivative of the
activation function to increase the rate of convergence and still
guarantee convergence. A dual axis accelerometer mounted
inside a hat was used to collect headmovement data. The final
data sample is obtained by concatenating the two channels
of the dual accelerometer into a single stream to be used in
the network with no additional pre-processing of the data.
The proposed system needs more experiments to move it
from being theoretically proved to being used in real world
applications in different scenarios. No application based on
the proposed method was suggested.

A similar method was presented by Nguyen et al. [44]. The
method detects the movement of a user’s head by analyzing

data collected from a dual-axis accelerometer and pattern
recognition techniques. A trained Bayesian Neural Network,
which is an optimized version of a Neural Network, is used
in the classification process where the head movement can be
classified into one of four gestures. The algorithm still needs
more experiments tomake it usable in real world applications,
as there was no mention of any possible applications. The use
of Bayesian Neural Networks for optimization enhanced the
performance compared with other head movement detection
techniques which are based on pattern recognition.
Manogna et al. [45] used an accelerometer device fixed on

the user’s forehead. The accelerometer senses the tilt resulting
from the user’s head movement. This tilt corresponds to an
analog voltage value that can be used to generate control
signals. The implementation of this detection method is com-
pletely a simulationwhich represents a good proof of concept.
However, it is missing actual accuracy analysis or real-time
applicability investigation. The system is very flexible and
can be applied in various applications
Kim et al. [46] presented a head tracking system in which

the head pose is estimated based on data acquired using the
gyro sensor. By applying an integral operation, the angular
velocity obtained from the sensor is converted to angles.
The system uses relative coordinates in head pose estima-
tion instead of absolute coordinates. The proposal included a
practical solution which is a computer mouse based on simple
hardware implementation. This makes this system applicable
in the real world. However, it needs more theoretical proofs
and more experiments and accuracy analysis. The hardware
implemented for the system could be enhanced and modified
as it is not very comfortable for the user.

D. HYBRID HEAD TRACKING TECHNIQUES
A combination of different techniques can be used in head
tracking systems. Satoh et al. [47] proposed a head tracking
method that uses a gyroscope mounted on a head-mounted-
device (HMD) and a fixed bird’s-eye view camera responsible
for observing the HMD from a third-person viewpoint. The
gyroscope measures the orientation of the view camera in
order to reduce the number of the parameters used in pose
estimation. The bird’s-eye view camera captures images of
the HDM and, in order to find the remaining parameters that
are needed for head pose estimation, feature key points are
detected and processed to obtain their coordinates. Using
a fixed camera, customized marker, gyroscope sensor and
calibration process makes this proposal impractical for head
tracking tasks. The time complexity of the algorithm has not
been investigatedwhichmakes it a little far from being used in
real-world applications, especially in that the paper mentions
no suggested application.

V. HEAD MOVEMENT DETECTION APPLICATIONS
A. ACCESSIBILITY AND ASSISTIVE TECHNOLOGY
Head movement has been found to be a natural way of inter-
action. It can be used as an alternative control method and
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provides accessibility for users when used in human computer
interface solutions.

Sasou [42] introduced a wheelchair controlled by an
acoustic-based head direction estimation scheme. The user
is required to make sounds only by breathing. The direction
of the head pose controls the direction of wheelchair. King
et al. [43] also presented a head-movement detection system
to provide hands-free control of a power wheelchair.

Song et al. [36] mapped head movement-combined mouth
movements to different mouse events, such as move, click,
click and drag, etc. People with disabilities who cannot
use a traditional keyboard or mouse can benefit from this
system.

B. VIDEO SURVEILLANCE
Video surveillance systems are now an essential part of daily
life. Xie et al. [48] presented a video-based system that
captures the face or the head by using a single surveillance
camera and performs head tracking methods to detect humans
in the video scene.

C. CAR ASSISTANT SYSTEMS
Driver’s attention recognition plays a significant role in driver
assistance systems. It recognizes the state of the driver to
prevent driver distraction. The driver’s head direction can
be an indication of his attention. Liu et. al [31] used head
pose detection to recognize driver’s attention. Lee et al. [49]
introduced a system that detects when the driver gets drowsy
based on his head movement.

VI. COMBINING EYE TRACKING AND HEAD MOVEMENT
DETECTION
Some research has been done on using a combination of eye
tracking and head movements. Kim et al. [50] presented a
head and eye tracking system which uses the epipolar method
along with feature point matching to estimate the position of
the head and its rotational degree. The feature points are high
brightness LEDs on a helmet. For eye tracking, it uses an
LED for constant illumination and a Kalman filter is used for
pupil tracking. Their presented work needs more theoretical
proof. In addition, there is no mentioned optimization for the
algorithm and the required CPU time analysis is not reported.
There are a lot of hardware requirements for the systemwhich
makes it relatively expensive to implement.

Iwata and Ebisawa [51] introduced a good flexible eye
mouse interface which is the pupil mouse system combined
with head pose detection. The system detects pupil motion in
the video frames by finding the difference between the bright
and dark pupil images. Head direction is detected by tracing
key feature points (nostrils). The nostrils were detected as the
darker areas in the bright and dark images. The information
obtained is mapped into cursor motion on a display. Using
head pose detection to support the pupil mouse is a good
idea which improved the overall performance. However, the
head pose detection part increases the complexity of the
pupil mouse algorithm which causes a need for a lot of

optimization techniques, which may not be suitable for real-
world applications.

VII. EYE/HEAD TRACKING IN COMMERCIAL PRODUCTS
In the last decade, the advancing applicability of eye track-
ing technologies led to a significant interest in producing
commercial eye tracking products. However, the research on
head movement detection is not yet mature enough to be
considered for commercial applications.
Commercial eye tracking products have been used in sev-

eral applications. In this section, some eye tracking products
are discussed.

A. EAGLEEYES
EagleEyes eye tracking system was first developed by Pro-
fessor Jim Gips at Boston College [52]. It is primarily used
for severely disabled children and adults. The eye movement
signals are used to control the cursor on the computer screen.
The computer then can be used to assist in communication
and to help in education. It can also provide entertainment
for the disabled and their families. There are different com-
mercial and customized software programs that can be used
in the system to provide the user with many options and
functionalities.

B. BLiNK
Another product is BLiNK, which is a simplified eye tracking
system suitable for everyday use [53]. There are many appli-
cations for BLiNK, such as computer input, gaming, taking
orders, and learning. Another important application field is
health care. It is used as an alternative communicationmethod
with patients who have lost the ability to write and speak.
BLiNK is also useful for severely disabled people who have
no or very limited movement capabilities.

C. SMI
SMI also provides eye trackers which support many applica-
tion fields [54]. One of these applications is ophthalmology.
The products provided by SMI are used for medical research
in addition to related eye diseases investigation where the
research results allow understanding the human eye and diag-
nosis of the disease.

D. Tobii
Tobii eye trackers, along with the Tobii Studio eye tracking
software, allow reliable eye tracking results to be obtained
[55]. There aremany products provided by Tobii. One of these
devices is the Tobii C12 AAC device which is by a wide range
of disabled people to perform independent functionalities
using optional eye or head control [56]. The Tobii C12 AAC
device is suitable to be used by people who suffer limitations
or loss of functionality in their hands and other body parts due
to stroke, diseases of the nervous system, etc.
The device provides various control options. The flex-

ible AAC software allows the user to choose either text
or symbols for generating speech to communicate with the
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TABLE 1. Comparison of Eye Tracking Methods.

device. This provides the ability to ask and answer ques-
tions or use e-mail and text messages. There are multiple
mounting systems for the device making it compatible with
assistive technology including wheelchairs, walkers and bed
frames.

Tobii also has an academic program which supports uni-
versity classrooms and research labs with easy and cost-
effective eye tracking. Tobii products are also used by web
designers for usability testing where the designers can get
direct feedback on their work by analyzing what a user is
looking at.

VIII. EXPERIMENTAL RESULTS OF EXISTING EYE/HEAD
TRACKING TECHNIQUES
The performance of eye tracking and head movement detec-
tion systems is evaluated in terms of accuracy and required
CPU processing time. This section compares the results of
the methods described earlier in the survey.

TABLE 2. Comparison of Head tracking methods.

A. PERFORMANCE OF EYE TRACKING METHODS
Table 1 compares the described eye trackingmethods in terms
of eye detection accuracy, gaze angle accuracy and required
CPU time.

B. PERFORMANCE OF HEAD MOVEMENT DETECTION
METHODS
The head detection accuracy, angle accuracy and required
CPU time of described head movement detection methods are
summarized in Table 2.
To use eye tracking and head movement detection methods

in real-time systems, their time performance must be taken
into consideration. The CPU time required for processing and
analyzing eye and head movements must be minimized. This
has only rarely been investigated in the experimental work of
the reported methods.

IX. CONCLUSION
Eye tracking and head movement detection are considered
effective and reliable human-computer interaction and com-
munication alternative methods. Hence, they have been the
subject of many research works. Many approaches for imple-
menting these technologies have been reported in the litera-
ture. This paper investigated existing methods and presented
a state-of-art survey on eye tracking and head movement
detection. Many applications can benefit from utilizing effec-
tive eye tracking and/or head movement detection methods.
However, the research is still facing challenges in presenting
robust methods which can be used in applications to detect
and track eye or head movements accurately.
Eye tracking methods rarely investigate the required CPU

time. However, real-time application requires investigating
and optimizing the performance requirements. In addition,
most studies do not test eye tracking using a known image
database that contains variant images of different subjects
in different conditions such as lighting conditions, noise,
distances, etc. This makes the reported accuracy of a method
less reliable because it may be affected by different test
conditions.
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Head movement detection requires high computational
hardware. A microcontroller, which is considered low com-
putational hardware, cannot be used for implementing head
movement detection algorithms reported in literature.

More work and research is needed to provide eye tracking
and head movement detection methods that are reliable and
useful for real-world applications.
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