Automatic thesaurus construction for spam filtering using revised back propagation neural network

Hao Xu, Bo Yu

College of Computer Science and Technology, Jilin University, Changchun 130012, P.R. China
Lab of Knowledge Management and Data Analysis, School of Management and Economics, Beijing Institute of Technology, Beijing 100081, P.R. China

Abstract

Email has become one of the fastest and most economical forms of communication. Email is also one of the most ubiquitous and pervasive applications used on a daily basis by millions of people worldwide. However, the increase in email users has resulted in a dramatic increase in spam emails during the past few years. This paper proposes a new spam filtering system using revised back propagation (RBP) neural network and automatic thesaurus construction. The conventional back propagation (BP) neural network has slow learning speed and is prone to trap into a local minimum, so it will lead to poor performance and efficiency. The authors present in this paper the RBP neural network to overcome the limitations of the conventional BP neural network. A well constructed thesaurus has been recognized as a valuable tool in the effective operation of text classification, it can also overcome the problems in keyword-based spam filters which ignore the relationship between words. The authors conduct the experiments on Ling-Spam corpus. Experimental results show that the proposed spam filtering system is able to achieve higher performance, especially for the combination of RBP neural network and automatic thesaurus construction.
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1. Introduction

In a relatively short timeframe, Internet has become irrevocably and deeply entrenched in our modern society primarily due to the power of its communication substrate linking people and organizations around the globe. Email has become one of the most reliable and economical forms of communication as the number of Internet users has increased, and individuals and organizations rely more and more on the emails to communicate and share information and knowledge. The number of emails has been increasing all the time, however, this explosive growth comes with a variety of problems. The number of unsolicited commercial emails or spam emails has been increasing dramatically over the last few years, and a study has estimated that over 70% of the business emails are spam (Aladdin knowledge systems). These spam emails not only consume users’ time and energy in identifying and removing the undesired messages, but also cause many problems such as taking up the limited mailbox space, wasting network bandwidth and engulfing important personal emails; furthermore, they can cause serious damage to personal computers in the form of computer virus. The growing volume of spam emails has resulted in the necessity for more accurate and efficient spam filtering system.

Many spam filtering approaches have been proposed, such as those presented in Blanzieri and Bryl (2008), Fdez-Riverola, Iglesias, Díaz, Méndez, and Corchado (2007) and Jiang (2006). The commonly used machine learning-based techniques include decision trees (Crawford, 2001), memory-based approaches (Sakkis et al., 2003), support vector machine (SVM) (Drucker, Wu, & Vapnik, 1999; Wang, Yu, & Liu, 2005), naive bayes (Androutsopoulos, Koutsias, & Chandrinos, 2000), k-nearest neighbor (Crawford, Koprinska, & Patrick, 2004), and artificial immune systems (Bezerra et al., 2006). Among the others, neural network for spam filtering is also studied. The main disadvantage of neural network is that it requires considerable time for parameter selection and network training. On the other hand, previous researches have shown that neural network can achieve very accurate results, sometimes more accurate than those of the symbolic classifiers (Clark, Koprinska, & Poon, 2003). LINGER is a neural network-based system for automatic email classification, the experimental results show that the neural network-based filter achieves better accuracy in the training phase but has unstable portability across different corpora (Clark et al., 2003). Chen et al. compared four algorithms, naive bayes, decision trees, neural network and boosting, and drew a conclusion that neural network algorithm has higher performance (Chen, Chen, & Ming, 2003). Cárpinteiro et al. proposed a multi-layer perceptron model to classify spam emails and non-spam emails, the experiments show that a good neural network-based...
spam filter needs to elaborate on its architecture and learning strategy (Carpinteiro et al., 2006). In Wang, Jones, and Pan (2006), two linear classifiers, perceptron and winnow, are integrated for spam filtering. A hybrid method that combines neural network and genetic algorithms for feature selection is presented for robust detection of spam (Gavrilis, Tsooulos, & Dermatas, 2006). Cui et al. proposed a model based on the neural network to classify personal emails, and the use of principal component analysis (PCA) as a preprocessor of neural network to reduce the data in terms of both dimensionality and size (Cui, Mondal, Shen, Cong, & Tan, 2005). These studies show that neural network can be successfully used for automated email classification and spam filtering. Back propagation (BP) neural network is the most popular among all the neural network applications. It has the advantages of yielding high classification accuracy. However, practical applications are difficult to be satisfied because of the problems of slow learning and the likelihood of being trapped into a local minimum especially when the size of the network is large. These problems are due to the fact that the learning of BP neural network is mechanical and elementary. It does not have the advanced intelligent characteristic to generalize the previous training experience. Many researches have been done to overcome these problems, especially the local convergence (Ma & Ji, 1998; Ooyen & Nienhuis, 1992; Yu, Chen, & Cheng, 1993).

From the perspective of a computer science researcher, especially a machine learning researcher, spam filtering can be regarded as a binary text classification problem. The classifier must distinguish between legitimate emails and spam emails. However, the sparse and noisy feature space makes it more difficult because an email contains more informal words and sentences as well as spelling errors. Previous works have attempted to increase classification accuracy using efficient feature selection methods (Kolcz, Chowdhury, & Alspector, 2004) or using more valid features for spam filtering (Crawford et al., 2004). More recently, instance-based reasoning system (Riverola, Iglesias, Díaz, Méndez, & Corchado, 2007) and feature free case-based reasoning system (Delany & Bridge, 2007) have been used for spam filtering and have been proved to have achieved good performance.

In order to perform spam filtering, an important issue is how to represent each email. As in text classification, a typical method is to create document vectors from terms frequently occurring in the documents, known as the bag of words (BOW). However, it ignores the sparse and noisy feature space makes it more difficult because an email contains more informal words and sentences as well as spelling errors. Previous works have attempted to increase classification accuracy using efficient feature selection methods (Kolcz, Chowdhury, & Alspector, 2004) or using more valid features for spam filtering (Crawford et al., 2004). More recently, instance-based reasoning system (Riverola, Iglesias, Díaz, Méndez, & Corchado, 2007) and feature free case-based reasoning system (Delany & Bridge, 2007) have been used for spam filtering and have been proved to have achieved good performance.

The overview of the system introduced by this paper is shown in Fig. 1, the arrow with dashed line represents the data flow in the testing process, and the arrow with solid line represents the data flow in the training process. The spam filtering system introduced by this paper comprises four key components: data preprocessing, thesaurus construction, classifier construction, and spam filtering. The details of the components are described in the following sections. The remainder of the paper is organized as follows. The conventional BP neural network learning algorithm and the revised back propagation (RBP) neural network learning algorithm are described in Section 2. The process of generating the thesaurus for our spam filtering system is explained in Section 3. The experiments and results are detailed in Section 4. Finally, the conclusions and future works are given in Section 5.

2. Neural network learning algorithms

2.1. BP neural network learning algorithm

BP neural network is a generalization of the delta rule used for training multi-layer feed forward neural network with nonlinear units. It is simply a gradient descent method designed to minimize the total error or mean error of the output computed by the network. The standard architecture of a BP neural network consists of an input layer, an output layer, and one or more than one hidden layer between them. Each layer consists of several nodes of neurons, and there are no connections between neurons in the same layer or in a previous layer. The structure of a typical three-layer back propagation neural network is shown in Fig. 2.

The network functions are as follows: Each node $i$ in the input layer receives a signal $x_i$ as the network’s input, multiplied by a weight value between the input layer and the hidden layer. Each node $j$ in the hidden layer receives the signal $In(j)$ according to the following equation:

$$In(j) = b_j + \sum_{i=1}^{n} x_i w_{ij}$$  \hspace{1cm} (1)
where $w_{ij}$ is the weight of the connection from the $i$th neuron in the previous layer to the neuron $j$. Then the signal $ln(j)$ is passed through the bipolar sigmoid activation function

$$f(x) = \frac{2}{1 + \exp(-x)} - 1$$

The output of the activation function $f(\text{ln}(j))$ then broadcasts all the neurons to the output layer

$$y_k = b_k + \sum_{j=1}^{m} w_{kj}f(\text{ln}(j))$$

where $b_j$ and $b_k$ are the bias in the hidden layer and the output layer, respectively.

The output value will be compared with the target; in this paper, we use the mean absolute error as the error function:

$$E_m = \frac{1}{2n} \sum_{k} \sqrt{(T_k - Y_k)^2}$$

where $n$ is the number of training patterns, $Y_k$ and $T_k$ are the output value and the target value, respectively.

The gradient descent method searches for the global optimum of the network weights, and the partial derivatives $\partial E/\partial w$ are computed for each weight in the network. Then the weight is adjusted according to the following equation:

$$w(t + 1) = w(t) - \eta \partial E(t)/\partial w(t)$$

where $t$ is the number of epochs, and $\eta$ is the learning rate.

2.2. The main problems of conventional BP neural network

As mentioned above, the conventional BP neural network learning algorithm has two main problems, viz. its slow training speed and likelihood of entering into a local minimum. The method presented by the authors is designed to overcome these problems.

2.2.1. Slow training speed

In the beginning, the learning process proceeds very quickly, and can make rapid progress, however it slows down in the later stages (Wu, Feng, Li, & Xu, 2005). There are two commonly used methods to improve the speed of training for BP neural network. (a) Introduce momentum into the network. Convergence is sometimes faster if a momentum term is added to the weight update formulae. (b) Using the adaptive learning rate to adjust the learning rate. The role of the adaptive learning rate is to allow each weight to have its own learning rate, and to let the learning rates vary with time as training progresses. The two methods can accelerate the convergence of the BP neural network learning algorithm to some extent, but they cannot solve the other problems associated with the BP neural network, especially when the size of the network is large.

2.2.2. Local minimum

When training a BP neural network, it is easy to enter into a local minimum, and usually the Genetic Algorithm and simulated annealing algorithms are used to avoid this problem. These algorithms can prevent the BP neural network from entering into a local minimum, but they cannot ensure that the network will not enter into a global minimum, and they are even slower than the conventional BP neural network.

2.3. RBP neural network learning algorithm

The BP neural network with momentum and adaptive learning rate has shown some improvement, but it is not very significant, and it will fluctuate in the long term. The RBP neural network can find the problems during the training of the BP neural network, and the authors have given the formulae to overcome these problems.

During the learning process, neurons face two kinds of problems: neuron overcharge and neuron fatigue. The authors called them morbidity neurons. If we avoid the appearance of morbidity neurons during the learning phase or rectify the problem on time, then the networks can train and evolve effectively.

Firstly, the authors would like to introduce some definitions.

**Definition 1 (Learning phase).** Choosing $N$ iterations (or epochs) as a period, during this period we record some important data and calculate the effect in each learning process. The learning effect will indicate the direction of the network globally and will get rid of the blindness of mechanical and repeated single learning. The next learning phase will adjust the learning model based on the evaluation effect in the previous learning phase. We call this period as learning phase. In our experiments, each learning period includes 50 epochs.

**Definition 2 (Neuron overcharged).** If the input value of the neuron is very big or very small, it will cause the output value to approach to $-1$ or $1$, and will cause the back propagation error to approach to 0. We refer to such a neuron as being overcharged. That is, for the activation function (bipolar sigmoid function)

$$f(\text{net}_j + \theta_j) = \frac{2}{1 + e^{-\text{net}_j - \theta_j}} - 1$$

if

$$f(\text{net}_j + \theta_j) \geq 0.9 \text{ or } f(\text{net}_j + \theta_j) \leq -0.9$$

$f(x)$ is the bipolar activation function which values are range from $-1$ to $1$, when Eq. (7) holds, we refer to the neuron $j$ as being overcharged.

**Definition 3 (Neuron fatigue).** If a certain neuron always receives a similar stimulation, then its response to this stimulation will be very similar, so it is difficult to distinguish different stimulations by its response. We refer to such a neuron as being fatigued. That is, during one learning phase, when the neuron $j$ obeys

$$\text{MAX}\left(\text{net}_j + \theta_j\right) - \text{MIN}\left(\text{net}_j + \theta_j\right) <= 0.2$$

$k$ is the number of epochs in one learning phase, when Eq. (8) holds, we refer to the neuron $j$ as being fatigued.
It is noted that the overcharged neuron is originated from the derivation of the activation function. In the conventional activation function, $\lambda$ is 1 or other constants, whereas in our model, $\lambda$ is an adjustable value. Plagianakos and Vrahatis tried to train the network with threshold activation function by changing the value of $\lambda$ in their paper. Actually, different combinations of $\lambda$ correspond to different learning models (Plagianakos & Vrahatis, 2000).

The following formulae are used to rectify the morbidity neurons. For the neuron overcharge problem, we want to limit the maximum and minimum output values to the normal range. In our experiments, the range is from $-0.9$ to $0.9$. In our study, the morbidity neurons were rectified in each learning phase after their evaluation. $\text{MAX}_k f\left(\text{net}_k + \theta_k^j\right)$ and $\text{MIN}_k f\left(\text{net}_k + \theta_k^j\right)$ are the maximum and minimum input values which include the bias $\theta_k^j$ during one learning phase, $\lambda$ is the variable that controls the slope of the activation value. So, the morbidity neuron of overcharged neuron can be rectified by the formula

$$\lambda_j = \frac{\ln\left(\frac{\lambda^j}{\lambda_{\min}^j} - 1\right)}{\text{MAX}_k f\left(\text{net}_k + \theta_k^j\right) - \text{MIN}_k f\left(\text{net}_k + \theta_k^j\right)}$$

(9)

For the neuron fatigue problem, we want to normalize the maximum and minimum input values in the previous phase in order to make them symmetric with respect to the origin. So, the morbidity neuron of neuron fatigue can be rectified by the formula

$$\theta_j = \theta_j - \frac{\text{MAX}_k f\left(\text{net}_k + \theta_k^j\right) + \text{MIN}_k f\left(\text{net}_k + \theta_k^j\right)}{2}$$

(10)

3. Automatic thesaurus construction

3.1. Vector space model

The vector space model is implemented by creating the term document matrix and a vector of email documents. In order to create the set of initial feature vectors used for representing the training emails, we need to transform each email into a feature vector. Let the list of relevant terms be numerated from 1 to $n$. The feature vector of the emails can be represented as:

$$d_k = (w_{1,k}, w_{2,k}, \ldots, w_{n,k})$$

(11)

where $w_{i,k}$ is the term weight of the $i$th indexing term in $k$th email document.

3.2. Automatic thesaurus construction

The basic idea of thesaurus is to calculate the similarities between two terms on the basis of their co-occurrence in a document corpus. This approach is based on the association hypothesis that the relationship between two terms on the basis of their co-occurrence in a document. This approach is based on the association hypothesis that

$$\sim(t_i, t_j) = \frac{t_i \cdot t_j}{|t_i| \cdot |t_j|} = \frac{\sum_{w_{i,k}} w_{i,k} \cdot w_{j,k}}{\sqrt{\sum_{w_{i,k}} (w_{i,k})^2} \cdot \sqrt{\sum_{w_{j,k}} (w_{j,k})^2}}$$

(14)

4. Experiments and results

4.1. Data set

In order to measure the performance of our system, we conducted the experiments on Ling-Spam corpus. Ling-Spam is one of the most popular benchmark corpuses adopted for development and test of emails (Sakkis et al., 2003). It is collected from a moderated mailing list of the profession and science of linguistics. The Ling-Spam corpus consists of 2893 messages, of which 2412 are legitimate messages and 481 are spam messages, approximately 16.6% spam percentage. The legitimate messages were classified as spam or non-spam manually. In our experiments, we use a lemmatized version of this corpus, with the tokenization given in the corpus and with no additional processing, and use a subset of 1000 emails for training and testing our system, which are randomly chosen from the lemmatized version of Ling-Spam corpora. We use 10-fold stratified cross-validation in all of our experiments, nine parts are used for training and the remaining part is used for testing.

4.2. Evaluation

Our experimental results are evaluated by spam precision (SP), spam recall (SR) and accuracy (Acc). According to the paper (Androulopoulos, Koutsias, Chandrinis, & Spyropoulos, 2000), the SP, SR and Acc are defined as:

$$\text{SP} = \frac{n_{sp}}{n_{sp} + n_{nl}}$$

(15)

$$\text{SR} = \frac{n_{sp}}{n_{sp} + n_{nl}}$$

(16)

$$\text{Acc} = \frac{n_{l} + n_{sp}}{N_l + N_sp}$$

(17)

where $n_{l}$ and $n_{sp}$ are the number of messages that have been correctly classified to the legitimate email and spam email, respectively; $n_{nl}$ and $n_{nl}$ are the number of legitimate and spam messages that have been misclassified; $N_l$ and $N_sp$ are the total number of legitimate and spam messages to be classified.

4.3. Feature selection and final feature weighting

The main difficulty in the application of neural network for spam filtering is the high dimensionality of the input feature space. This is because each unique term in the vocabulary represents one dimension in the feature space, so that the size of the input of the
neural network depends upon the number of stemmed words. The selected features should balance the tradeoff between the classification accuracy and efficiency.

In our experiments, the training data have more than 20,000 features based on the number of words that have occurred in the documents. Fig. 4 shows the classification performance with different features using the BP neural network learning algorithm based on Ling-Spam corpus. From this figure, we can see that the performance increased with an increase in the number of features. When the number of features is up to 2000, it reaches a plateau. Therefore, for minimizing the system cost, we selected 2000 features for the data set by choosing the highest TF*IDF term weights for, for minimizing the system cost, we selected 2000 features.
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4.4. Final feature weighting

As mentioned before, document \(k\) is represented in terms of a vector \(d_k\) in Eq. (18), \(w_{ki}\) is the term weight of the term \(t_i\) when it is contained in document \(k\), if \(t_i\) does not appear in document \(k\), \(w_{ki}\) becomes 0.

The similarity between document \(k\) and term \(t_i\) can be defined as Eq. (19)

\[
sim(d_k, t_j) = \sum_{i \in d_k} (w_i \cdot \text{sim}(t_i, t_j))
\]

where \(\text{sim}(t_i, t_j)\) is the similarity between two terms that is calculated using Eq. (14). With respect to document \(k\), all the terms in a collection can be ranked according to their \(\text{sim}(d_k, t_i)\). The top \(n\) terms are used as expansion terms and are assigned the appropriate weight as:

\[
e_w(d_k, t_j) = \frac{\text{sim}(d_k, t_j)}{\sum_{t_i \in d_k} w_i}
\]

Then the expanded terms are added to the original vector to get the final term weight,

\[
d_{ek} = |w_{k1} + w_{k2}, \ldots, w_{k,n} + w'_{kj}|
\]

where \(w'_{kj}\) is equal to \(e_w(d_k, t_j)\) if \(t_j\) is in the top \(n\) ranked terms, otherwise it becomes 0.

Once all the training and test examples are represented by this way, the new document vectors are performed by the neural network classifier, and the neural network algorithm will decide which categories the test samples should be assigned into.

4.5. Error reduction

In order to distinguish the improvement of the authors' proposed revised BP neural network, we compared the mean absolute error using four different methods. The mean absolute error function is defined as Eq. (4). The first method is the conventional BP neural network (BP), the second method is the conventional BP neural network combining with the thesaurus (BP+ thesaurus), the third method is our proposed revised BP neural network (RBP), and the last one is the RBP neural network combining with the thesaurus (RBP+ thesaurus).

All the authors’ experiments were conducted on a Pentium personal computer. The algorithms are written in C++ and all the programs are compiled in VC++ 6.0. All the figures in the experiments section are drawn by Matlab 6.5 using the data generated by the program.

From Fig. 5, in the case of the BP, we can see that the mean absolute error is reduced when the number of epochs increased.
At the beginning of the training phase, the error is reduced very rapidly. But this error reduction slows down after a certain number of epochs, and then levels off. However, in the case of our RBP, no moribidity neurons are produced in the first learning phase, with the result that the next learning phase is very similar to that of the BP. However, from the third learning phase, the RBP progresses more rapidly than the BP, it also has a good tendency in the later part of the training. The error reduction tendency of BP combining with the thesaurus (or RBP combining with the thesaurus) is similar to the BP (or RBP), but it has a smaller initial error.

4.6 Results

The experiments have been performed using the four methods mentioned above, and the results are given in Fig. 6. This figure also shows the effect of the number of related terms added to the original document, the performance is measured by the accuracy which is defined in Eq. (17). In our experiments, the number of related terms is ranked from 5, 10, 15, ..., 75 to 80. In the beginning, the accuracy increases when the number of related terms is increased, when the terms are up to 20, it reaches a plateau, then the accuracy begins to decrease when the related terms are more than 35. However, it still performs better than the benchmark method (BP or RBP). The results in Fig. 6 also indicate that the best performance is obtained with 15–35 top-ranked related terms.

The performance of the RBP is much better than that of the BP learning algorithms, and RBP in combination with the thesaurus achieves the best performance among the four methods.

5. Conclusions and future works

In this paper, we proposed two methods to improve the performance of spam filtering system: one is automatic thesaurus construction, and another is the RBP neural network algorithm. Both the methods showed improvements when compared with the benchmark method, conventional BP neural network learning algorithm. The combination of the two methods achieved very promising results. In this paper, we have conducted the experiments using only the neural networks classifier, even it obtains good results, but we have not compared it with the other classification approaches such as SVM. More experiments will be done in the future to compare the performance of neural network and of the other classifiers for spam filtering using different feature selection approaches.
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